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Project Phase-1 Rubrics for Group: 

Criteria 

Criteria 

Literature Survey (10) One Literature 

Definition of Problem 
Statement (05) 

Objectives of the 
Proposed Work (05) 

Identification of 
Community that shall 
benefit with defined 

solution (05) 

Environmental & 

Societal impact (05) 

Identification of tools 
required for solution 

(05) 

Criteria 
Project Report (15) 

(Approved by AICTE, New Delhi, Certified by UGC 2f & 128, Accredited by NAAC-"B', UG programs:CE,ME,EEE,ECE, CSE,/SE, TCE 0Credited by NBA:1.7.2019 to 30.6. 2022, 
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1-2 

1-2 

Identified problem is not 
clear 

Defined One or Two 

Objectives 

The defined solutions 
benefit the general 
community 

The environment & societal 

impact is not clearly 
indicated 

The tools required for the 
solution is not dearly 
identified 

1-3 

National Education Society (R.) 
JNN College of Engineering, Shivamogga 

Department of Electronics & Communication Engineering 

Not well organized, clear 
objectives and outcomes 
indicated, not as per the 
template given by the 
department and not submitted 
within the deadline 

3-4 

Two Literatures 

3-4 

ldentified the community 
where the project cannot 
be directly used but the 
outcome of the project can 
be used as one of the 
parameter 

The impact of the outcome 
of the project on 
environment is indicated 
but the societal impact is 
not clearly indicated 
There is no justification for 

the tool / components 
being used 

Problem statement is clear, Problem statement is clear, 
but not feasible for can be implemented and 
implementation tested 

Defined Three or Four 

Objectives 

4-6 

Not well organized, clear 
objectives and outcomes 
are not indicated, not as 
per the template given by 
the department 

5-6 

Three Literatures 

5 

Defined maximum of 
Objectives 

Identified the community 
where the project can be 
directly used 

The environment & societal 
impact is clearly indicated 

Clear Justification in 

selecting the tool/ 
components being used is 
provided 
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7-9 

Not well organized, clear 
objectives and outcomes 
indicated, not as per the 
template given by the 
department 

7-8 

Four Literatures 

10-12 

Well organized, clear 
objectives and 
outcomes indicated, not 
as per the template 
given by the department 

9-10 

Five Literatures 

13-15 

Well organized, 
clear objectives 
and outcomes 

indicated, Report is 
as per the template 
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5 

Project Phase-1 Rubrics for Individual: 

Criteria 

2. Presentation skills (10) 

Oral presentation 
preparation (10) 

3 Involvement and 
contribution in the team 

(10) 
Mentoring /Leading the 

team (10) 

National Education Society (R.) 

JNN College of Engineering, Shivamogga 

Ability to answer the 
queries (10) 

Department of Electronics & Communication Engineering 

1-4 

Not as per uniform template given by 
the department 

Does not involve in all the activities 
and there is no much contribution to 
the team 

Poor: The slides were syntactically not Satisfactory: Most of the slides were 
complete, used filler words, syntactically not complete, used filler 
presentation material is not relevant, words, presentation material is not so 
exceeded given time more than 15 relevant, exceeded given time by 12 -
minutes or Presentation is less than 15 minutes or finished before 12 - 15 

Does not cooperate in the team 

Answered 25% of the queries 

5-8 

As per uniform template given by the 
department Does not seem to 
understand the topic very well and 
presentation flow is missing 

Involves in all the activities but does 
not contribute to the team 

Leads the team but lack in mentoring 

Answered 50% of the queries 
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9-10 

Shows a deep understanding 
of the topic with excellent flow 
in the presentation 

Very Good: All the slides were 
syntactically complete, no use 

of filler words, presentation 
material is relevant, Kept up 
the given time 20 minutes 

Involves in all the activities and 
contribute to the team 

Mentors and leads the team 

Answered all queries 

CO 

CO4 

CO4 

CO5 

CO5 

CO4 

Professpr & Head 

Dept. of Electronic & 
Communtcation Enge 

JNN College of Engineering 
SHIVAM0GGA-577 204. 

10 minutes minutes 



SI.No 

2. 

1. Presentation (10) 

Project Phase-2 Rubrics for Individual: 

1. Preparation 
2. Flow & Style 
3. Confidence 

Viva (10) 

Criteria 

4. Answering queries 

1.Oral Communication 
2. Interpretation of results 
3. Q&A (Answering/Clarifying 

(Approved by AICTE New Delhi, Certified by UGC 2f& 128, Accredited by NAAC-B, UG progroms:CE,ME,EEE, ECE,CSE, ISE, TCE OCredited by NBA:1.7.2022 to 30.6.2025, 
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evaluator's queries). 
4.0verall knowledge about the project 

3. Professional Skills (10) 
1. Time Management & Adaptability 
2. Project Planning & Management 
3. Oral & Written Communication 

Skills 

4. Concern about Society & 
Environment 

Teamwork(10) 
1. Involvement 
2. Coordination 

3. Contribution 
4.Overall performance 

5. Leadership(10) 
1. Mentoring team members 
2. Respecting the team members 
3. Comprehension ability 
4.Coordination 

National Education Society (R.) 
JNN College of Engineering, Shivamogga 

Department of Electronics & Communication Engineering 

1-2 

Any 1 parameter is 
addressed 

Any 1 parameter is 
addressed 

Any 1 parameter is 
addressed 

Any 1 parameter is 

addressed 

Any 1 parameter is 
addressed 

3-5 

Any 2 parameters are 
addressed 

Any 2 parameters are 
addressed 

Any 2 parameters are 
addressed 

Any 2 parameters are 
addressed 

Any 2 parameters are 
addressed 
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6-8 

Any 3 parameters are 
addressed 

Any 3 parameters are 
addressed 

Any 3 parameters are 
addressed 

Any 3 parameters are 
addressed 

Any 3 parameters are 
addressed 

All the 4 parameters 
are 

addressed 

All the 4 parameters 
are 

9-10 

addressed 

All the 4 parameters 
are 

addressed 

All the 4 parameters 
are 

addressed 

All the 4 parameters 
are 

addressed 
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Project Phase-2 Rubrics for Group: 

Literature Survey(5) 

Design (10) 

Criteria 

component 

Criteria 

1. All the Specifications indicated 
2. Selection of the tool / 

3. All the objectives are met 
4. Algorithm /Circuit 

Criteria 

Implementation(10) 

(Approved by AICTE, New Delhi, Certified by UGC 2f & 128, Accredited by NAAC -'B. uG progroms.CE, ME,EEE, ECE, CSE,ISE, TCE Ocredited by NBA:1.7.2022 to 30.6.2025, 
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1. Simulation carried out 

2. Implemented partially 
3. Implemented completely 

Criteria 

Result Analysis(5) 
1. Results are partially obtained 

Results are complete 
3. Results are analyzed & 
inferences are drawn 

4. Grammar 

Criteria 

Project Report(20) 
1. Adherence to Template 
2. Report in line with the content 
as suggested by the Coordinator 
3. Organization of the Report 

5. documented using Latex 
documentation tool 

1 

Department of Electronics & Communication Engineering 

One Literature 

1-3 

Any 1 parameter is 
addressed 

1-4 

Any 1 parameter is 
addressed 

1-2 

Any 1 parameter is 
addressed 

National Education Society (R.) 

1-4 

JNN College of Engineering, Shivamogga 

Any 1 parameter is 
addressed 

2 

Two Literatures 

4-5 

Any 2 parameters are 
addressed 

5-7 

Any 2 parameters are 

addressed 

3-4 

Any 2 parameters are 
addressed 

5-8 

Any 2 parameterS are 
addressed 
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3 

Three Literatures 

6-8 

Any 3 parameters are 

addressed 

8-10 

All parameters are 
addressed 

All parameters are 
addressed 

9-12 

Any 3 parameters are 
addressed 

4 

Four Literatures 

9-10 

All the 4 parameters are 
addressed 

13-16 

Any 4 parameters are 
addressed 

5 

Five Literatures 

17-20 

All the 5 

parameters are 
addressed 

Depr of tietonics & 

CO 

CO1 

CO 

CO2 

CO2 

CO3 

CO 

CO4 

JNN Cbliege of Engineering 
SHIVAMOGGA-S77 204. 
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Rubrics for Laboratory 

Criteria      

Observation and 
Record (10)  

Observations and record 

are incomplete 

(4-5 Marks)  

Observations and record 
are moderately complete 
 but not regularly 
submitted 
(6-7 Marks) 

Observations and record 
are moderately complete 
with regular submission 
(7-8 Marks)  

Observations and 
record are thoroughly 
complete  
(10 Marks) 

 

  

Viva (4) Not able to answer 
questions 
(0 Marks) 

 

Attempt to answer at least 
some of the questions  
(1- Mark) 

  

Able to answer at least 
some of the questions 
appropriately  
(2-3 Marks)  

Able to answer most of 
the questions correctly 
(4 Marks) 

 

Conduction (10)  Lack of fundamental 
concept of the 
experiment 
(0-1 Marks) 

Possess fundamentals but 
could not demonstrate the 
conduction procedure of 
the experiment. 
(1-2 Marks) 

 

Demonstrate good 
fundamentals, 
conduction procedure but 
could not obtain the 
results (3-5 Marks) 

Demonstrate good 
fundamentals, 
conduction procedure 
along with results 
(6-8 Marks) 

 

Demonstrate good 
fundamentals, 
conduction 
procedure along with 
result analysis 
(9-10 Marks) 
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Department of Electronics & Communication Engineering 

LAB ASSESMENT SHEET 

Lab Name:  Lab Code:  

    

Faculty I/C:  Academic Year:  

    

Student Name:  Sem & Section:  

    

USN:  

 

Max. Marks:  
 

Sl. No. Date 
Expt. 
No. 

Observation & 
Record (10M) 

Viva 

(4M) 

Conduction 
(10M) 

Total 

(24M) 
Signature 

1.         

2.         

3.         

4.         

5.         

6.         

7.         

8.         

9.         

10.         

11.         

12.         

 AVERAGE   
 

 

 

Daily Evaluation (24M) Lab Test(16M) Total (40M) Faculty Signature 

Writeup (8M) Conduction (8M) 
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Department of Electronics & Telecommunication Engineering 

Rubrics for Evaluation of Internship 

Date: 

Name of student USN 

Criteria 
Grading Pattern (marks) Marks 

awarded 

1-3 4-7 8-10 

Literature Survey (10 marks) One paper 

reviewed 

Two papers 

reviewed 

More than two 

papers reviewed 

Design & development (15 marks) 1-5 6-10 11-15 

1. Software Tools or hardware learnt 

Design and development of project using 

Software! Hardware! Model / Prototype 

3. Implementation 

Criteria ONE is 

addressed 

Criteria ONE & 

TWO are 

addressed 

All the THREE 

are addressed 

Analysis of results (10 marks) 1-3 4-7 8-10 

1. Partial results obtained 

2. Complete results obtained 

3. Analysis of results reported 

Criteria ONE is 

addressed 

Criteria ONE & 

TWO are 

addressed 

All the THREE 

are addressed 

Professional Skills (5 marks) 1 2-3 4-5 

1. Time Management & Adaptability 

2. Interpersonal Skills 

3. Oral & Written Communication Skills 

4. Industry Etiquettes 

Criteria ONE & 

TWO are 

addressed 

Criteria ONE, 

TWO & THREE 

are addressed 

All the FOUR 

criteria are 

addressed 

Presentation & Viva (5 marks) 
1. Preparation 

2. Flow &Style 

3. Confidence 

Answering queries 

Any 1 

parameter is 

addressed 

Any 2-3 

parameters are 

addressed 

All the FOUR 

parameters are 

addressed 

Report (5 marks) 
1. Adherence to Template 

2. Report in line with the content of 

presentation 

3. Organization of the Report 

4. Grammar 

At least 1 

parameters is 

addressed 

At least 2-3 

parameters are 

addressed 

All the FOUR 

parameters are 

addressed 

Total marks 

Name of the guide: 

Signature: 
Signature of Coordinator Signature of Head of dept. 
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Department of Electronics & Telecommunication Engineering 

Rubrics for Evaluation of Internship 

Date: 

Name of student USN 

Criteria Grading Pattern (marks) 

1-5 6-10 11-15 16-20 

Technical Skills (20 marks) Criteria ONE is Criteria ONE & Criteria ONE to All the FOUR 

1. Software Tools or addressed TWO are THREE are criteria are 

hardware learnt addressed addressed addressed 

2. Design and development 

of project using Software! 

Hardware / Model / 

Prototype 

3. Analysis of Results 

4. Inferences drawn 

Professional Skills (10 
marks) 

1-2 3-5 6-8 9-10 

1. Time Management & Criteria ONE is Criteria ONE & Criteria ONE to All the FOUR 
Adaptability addressed TWO are THREE are criteria are 

2. Interpersonal Skills addressed addressed addressed 
3. Oral & Written 

Communication Skills 

4. Industry Etiquettes 
Presentation & Viva (10) Any 1 Any 2 Any 3 parameters All the 4 
1. Preparation parameter is parameters are are addressed parameters are 
2. Flow & Style addressed addressed addressed 
3. Confidence 

4. Answering queries 
Report (10) At least 1 At least 2 At least 3 All the 4 
1. Adherence to Template parameters is parameters are parameters are parameters are 
2. Report in line with the 

content of presentation 
addressed addressed addressed addressed 

3. Organization of the 

Report 

4. Grammar 

Name of the guide: Signature of Coordinator: Signature of Head of dept. 

Signature: 



JAWAHARLAL fJRU NATIONAL COLLEGE OF ENGINEEG, SHIVAMOGGA 

Department of Telecommunication Engineering 

Rubrics for Internship Evaluation (CIE) 2019-20 

Criteria 1-5 5-10 10-15 15-20 
Quality of 
work (20) 

Student is able to clearly articulate 
observations and thoughts about the 
professional aspects of the internship 
experience; how experience parallels program 
of study; ways the internship experience might 
have been improved; skills and knowledge 
acquired. 

Student adapted easily 
to the work environment 
within the limits of his 
persona! values, 

The degree to 
which the student's 
work is thorough, 
accurate, and 
completed in a 
timely manner 

Thoroughly and accurately 
performed all work 
requirements; submitted 
all work assignments on 
time. 

Application I 

Relevance in 
current 
scenario (5) 

The work is relevant to the current societal 
needs and the applications and can be extended 
as a prototype 

Learning 
Outcome of 
the 
Internship 
(5) 

Was a self-starter; consistently sought new 
challenges and asked for additional work 
assignments; regularly approached and solved 
problems independently; frequently proposed 
innovative and creative ideas, solutions, and/or 
options 

Quality of 
Presentation 
(5) 

Presentation clearly structured, concise and to-
the-point. 

Ability to 
answer the 
queries (5) 

Answering the questions to the point and 
completely - Demonstrate an outstanding 
knowledge of the material(s). 

Quality of 
Internship 
report (10) 

Written report is error-free, logically presents 
design recommendations and analysis, is well- 
organized and easy to read. 

adhered to the standard 
reporting template 
given 

r3NNr ):j 

Jf 



NATIONAL EDUCATION SOCIETY 

JAWAHARLAL NEHRU NATIONAL COLLEGE OF ENGINEERING 
DEPARTMENT OF TELECOMMUNICAITON ENGINEERING 

8th Semester 

INTERNSHIP EVALUATION RUBRICS (2018-19) 

Department: Telecommunication Engineering Course code: 15EC84 

Title of Internship: 

Organization & Place of internship: 

Name of 
Student: 

USN: Date: 

SI. 
No. Parameters Max. Marks 

Marks 
Allotted 

1.  Quality of work 20 

2.  Aplication / Relevance in current scenario 05 

3.  Learning Outcome of the Internship 05 

4.  Quality of Presentation 05 

5.  Ability to answer the queries 05 

-- 6.  Quality of Internship report 10 

Total 50 

Name of Staff Signature 

Signature of HoD 1 

2 

Evaluation Guidelines 

1. Quality of the work is to be assessed based on the technical content of the report. 

2. Learning outcome should be evaluated based on the presentation, knowledge gained by 
the student (which may be evaluated by asking various queries to test the knowledge) 
and the report. 

3. Quality of report: Evaluated based a. ether the student has adhered to the standard 
reporting template given by t. - 'artment and flow of the report & quality 
of the language. t' 

I.,, 



IMark  

Marks 

i I  

'.1 
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TEChNICAL SEMINAR RUI3RICS 

5 Marks 4 Marks 

Category 

LiteratU Survey 
Grading Pattern 

3 Marks 2 Marks 

2 rcr 

(20 MarkS) 

rci of p4per5 referred 

2 

7 Quility 

1 Peency 

entatlon (60 Marks) 

Sr'.i C. ' 
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to 
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TECUNICAI. SEMINAR RUBRICS 

Category Grading Pattern .. 

literature Survey 
(20Mrks) 

No  ol piwtc rt'lerretl 

5 Marks 

S of iiiot l'.ipet 

4 Marks 

4 l'.ipiR 

3 Marks 

I i'.ipi-rs 

2 Marks 

2 .iur 

1 Mark 

_..l
ipir 

7. flt'leva nc' All p.tp 

lv.ii1 to 

hosen (10,1111 

\II .1 C 

r i' k v.11)1 10 

( li()ri cloijimi 

Alfl pipers are 

I,v an (10 

liot'i1 clonraiit 

I? MlC are 

ri ltv.1 fl 1 10 

cliosin omito 

Pt p 
II ICV1111 IC) 

iioen dornon 

3. QuMilv At lt'at ' PtlC 
iii 1(0(111(1)011(1 
lout nak 

All*.it lot - 

fioin rtiLiRd 

InIli IiI 

Al liasttpipi's 

itt hoot trpiitiii 

jOto (iSIS 

At least 2 

f)tf)l.tS aft fWm 

r (flu ltd 

JOLJ( nil 

rt1& is lrot'n 

I10II(1  ioumflti 

4 At les1 S Psilirs 
pubhi shad i Pt st 

tw yellS 

At Itist 4 , ers 

1w1,liclitd in Pail 

3 -4 years 

Al Ititl 3 
piihli sl ictl ii Past 

S( At least 3 

papers tars 

At lra,l 2 
pt PCI S 

1iilbllilit'd in 

Past 78 years 

Paptr published 

Pt 0 lOft 

than S yen 

PresentatIon (60 Marks) 9 .10 Marks 7-8 Marks 5.6 Marks 3-4 Marks 1-2 Marks 

Organization of presentation 

1 Well structured 

2 Formatting 

3. Effective use of Text & Graphics 

All 11w lhrtC pa11ni (its ace addressed At least two pararot lets are 

addressed 

At le5l one 

Technical Content 
1 rrovid a thorough overview 

2 In-depth explanations & 
us tilica I ions 

3. Design / Calculations / 
Simulations I Algorithms 

4. Research and analysis 

5. Societal & Environmental 
conc eros 

All 11w S 

IlliThIers art 

.irldrcssd 

n- 4 par.lmett,rs 
iC addiessd 

Any 3 parameters 

are addressed 

Any 2 

parameters are 

addressed 

/tiiy One 

pirarneler is 

addressed 

Presentation skills 
I Preparation 

7 Communication 

3. Conlidenre 

4 rlow & Style 

S Formal appearance 

All th S 
parameters arc 

addressed 

Any 4 pariniuters 

are addresscd 

Any 3 parameters 

are addressed 

Any 2 

parameters are 

addressed 

Any One 

parameter is 

addressed 

Answering queries Answered all 

queries 
Answered most of 

the queries 
Answered some 

of the queries 
Answered very 

few queries 
Attempted to 

answer 

Inferences/results & discussions 
I lnfcrens are drawn based 

experirnent/implernentation by 
tIre student 

2. Ability to comprehend / 
summarize the concepts 

3 Exploring the future scope of 
the study 

All the three parameters are addressed At least two parameters arc 

addressed 
At least one 

Adherence to time (20 mInutes) Lepl up the tpvvit 

tulle 

Exceeded given 
1(1110 by t 5 011115 

Exceeded gIven 
(line by ±10 05(1)5 

Exceedeen hme 15 mins 

Seminar Report (20 Marks) 
I Adherence to Template 
2 Report in line with tle content 

ci presentation 
3- Organization of tile report 
4 Grammar 
5 Inclusion of Citations 

All the 

parameters are 

addressed 

At least 4 

parameters are 

addrsscd 

At lcat 3
1  

parameters are 

addressed 

At least 2 

parameters are 

addressed 

At least one 

parameter is 

addressed 



 

National (ducatlori Society (R.) 

Department of Electronics &TelecommUfliCatiOfl Engineering 

iNN College of Engineering, Shivamogga 
(Approvcd by A! CTE yw Oc!h Certified by UGC 2/ & 128. A'crcthicd by ntaC —'B', UG progro'ns CE.Mr.EEEECE.cSE,ISE, TC( octcthtCd 

by NBA 172019 to 3062022. ccogrnzrd by Govt oJtornorotc ordAf/licled to V'tU, 6e!090v') 

INTERNAL QUAUTY ASSURANCE CEU. 

Technical Seminar Evaluation Rubrics (Course Code: 18TES84) 

 

Name of the Student: (yb nrn 4, -'~ri'cQL 
JSN: L+J'3 VTEQI 
Title: D/-W-- 2D 

<i7 
Batch: f2L 

- Category Grading Pattern (marks) Marks 

Uterature Survey (20 Marks) 4 3 2 1. Allotted 

a. No. of papers referred (5) 5 or more Papers 4 Papers 3 Pipers 2 Papers 1 Paper ç 
b. Relevance (papers are relevant to 

chosen domain) (5) 
All 5 paperS AU 4 papers All 3 papers All 2 papers 1 Paper 

C. Quality (papers are from reputed 
journals) (5) 

At least 5 papers At least 4 papers At least 3 
papers 

At least 2 
papers 

At leaSt 1 Paper 

d. Recency(S) At least 5 papers 

published In Past 

2 years 

At least 4 papers 

published in Past 

3-4 years 

At least 3 

papers 

published In 

Past 5-6 

At least 2 

papers 

published in 

Past 7-8 years 

At least 1 Paper 

published In 
Past more than 

8 years 

Subtotal cO 
TechnIcal Content (30 marks) 25-30 19-24 13.18 7.12 1-6 

1. Provides a thorough overview 
2. In-depth explanations and 

justifications 

3. Design / Calculations / Simuljtont / 
Algorithms 

4. Research and analysis 
5. Answenrig queries 

- 

All the S 

parameters are 
addressed 

Any 4 parameters 

are addressed 

Any 3 

parameters 
are addressed 

Any 2 
parameters 

are addressed 

Any one 
parameter is 

addressed 

lnferences/ Results & DiscussIons 
(20 marks) 

14-20 8-13 1-7 

1. Inferences are drawn based on 

experiment! implementation by the 

student 

2. Ability to comprehend I summarize 

the concepts 

3. Exploring the future scope of the 
study 

All the three parameters arc addressed At least tvio parameters are 

addressed 

At least one 

OrganIzation of presentatIon (10 Marks) 7-10 4.6 1-3 

a, Well structured 

b. Formatting 

c. Effective use of Text and Graphcs 

All the three parameters are addressed At least two parameters are 
addressed 

At least one 

presentation skills (10 marks) 9-10 7-2 5-6 3-4 

1. Preparation 

2. Communication 

3, Confidence 

4. Flow&style 

5. Adherence tO time 
25 mins (P) +5 mins (CIA) = 30 mins 

All the 5 
parameters are 

addressed 

Any 4 parameters 

are addressed 

Any 3 

parameters 

are addressed 

Any 2 

parameters 

are addressed 

Any one 

paran'ieter Is 

addressed 

SemInar Report (10 marks) 9-10 7-B 5.6 3.4 1-2 

3,. Adherence to Template 

2. Report In line with content of 

presentation 

3. OrganizatIon of the report 

4. Grammar 

5. InclusIon of Citations 

All the 5 

parameters are 

addressed 

Any 4 parameters 

are addressed 
Any 3 

parameters 

are addressed 

Any 2 

parameters 

are addressed 

Any one 
parameter Is 
addressed 

a 

Total marks 

Name & 
1.  NJ dt_i -4 (S f ) Signature of 

SIgnature 

staff: 
, 

- 

/AL PM 9 4C 2j(,fzi- 
Head of the 
Dept. 
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Department of Electronics & Telecommunication Engineering 

iNN College of Engineering, Shivamogga 
frPPnedby/i,CT(, New Drill. Ccitifird by IJGC 2/i. j;jr , NAM 'lI tie; 1o'uuu rfM(,U(.(Ct,(S 1S(, ICC owrthrrd 

by NiA1O19 In JO C 20)7. tfrcr'qnuiI iiy Govt ootooroio ond1.Jf.iolcd to VtU, tfrluqool) 

INTL1ttIM. QUAUTY ASSUI1ANCE CELL 

Technical Seminar Evaluation Fiubrics (Course Code: 3 8TESI1) 

Name of the Student: 'IVçZ3A \ 
USN: Jjgfl: 1, 
Title: Fi' O/C1 
Batch: flh 

CsLegory Grading Pattern (rks) 
Uterature Survey (20 Marks)  4  3  2 1 AVaIled 

a. No, ci papers referred (5)  5 or mote Papert 4 Papers Patters 2 Papers I Paper 

b. ReleVance (papers ate relevant to 
clmsen domain) (5)  

MS papers Mi 4 papers All 3 papers AU? papers I Paper 

C. Quality (papers are Irani reputed 
Journsls) (5) 

At ieaI papers At least 4 papers At tast 3 
papers 

At least? 
papers 

At lca Paper 

d, flecency (5) At least S papers 
publlshd in Past 

2 yeats 

At least 4 papers 

published in Past 
3.4 yeats 

Al least 3 

pape 

published In 

Past S'S 

At least 2 

papers 

published In 

Past 7-8 years 

At least 1 raper 

published In 

Past more than 

2 years 

4 

Subtotal / (a 

Technical Content (30 marks) 25-30 19-24 13-10 7.12 1-6 

1. ProvIdes a thorough overview 
2. In-depth epbnations and 

!ustifictions 

3. Oeslgn/Calculauoris/Slmulatons/ 

Algorithms 

4. Research and analysis 
S. Anssierirsg queries 

All the S 
parameters ore 

addressed 

Any 4 parameters 

are addressed 

Any 3 
parameters 

ate addrescd 

Any? 
paramcicrs 

arc addresscd 

Arty one 

parameter Is 

addrscd 

Inferences/Results & Discussions 
(20 marks) 

1420 8-13 17 

1. lnfvrcnce are drown based on 

experiment! Implementation by the 

student 

2. AbIlity to comprehend / summarize 

the concepts 

3, Exploring the future scope of the 
study 

All the three parameters are addressed At least two parameters arc 

addressed 

At least one G 

OrganIzatIon of presentation (10 Marks) 7-10 4-6 1-3 

a. Well structured 

b. Formatting 

c. Effective usc of Text and Graphics 

All the three parameters are addressed At least two parameters arc 

addressed 

At least one 
g 

pcscntatIon skills (10 marks) 9-10 7-8 5-6 3-4 1-2 

1. PreparatIon 

2. CommunicatIon 

3. confidence 

4. Flow&style 

5, AdherenCe to time 
25 tnlns (P) + S mins (OJA) 30 mlns 

All the 5 

parameters are 
addressed 

Any 4 parameters 

are addressed 

Any 3 

parameters 

arc addressed 

Any 2 

parameters 
are addressed 

Any one 

parameter is 

addressed 

Seminar Report (10 mark} 9-10 7-8 5-5 3-4 1-2 

i. Adherence to Template 

2. Report inline wIth content of 

presentation 

3. 0:ganlzatlofl of the report 

4. Grammar 

5. inclusIon of Citations 

All the S 

parameters are 
addressed 

Any 4 parametCr5 

arc addressed 

Any 3 
parameters 

arc addressed 

Any 2 

parameters 
arc addressed 

Any one 

parameter Is 

addressed O 

Total marks 

11) A-i.) H-u i---- - C S J'  
SIgnature of 

Head of the 
Signature of  

staff: 2. P i D Qj Dept. 



Jawaharlal Nehru National college of Engineering, Shivamogga 
Department of Telecommunication Engineering 

8Semester B.E 
Technical Seminar (Course Code: 1sEcs86) Evaluation Rubrics 

Topic: 

Grading pattern 
29 - 20 Marks 19 -10 Marks 

CATEGORY Max. 
Marks  40 -30 Marks  9 - 1 Marks 

Marks 
At lotted 

Date: 
Uarfle 0 
Student: 

onteflt 40 Shows a deep 
understanding of 
the topic. 

30 - 20 Marks  

Shows a good 
understanding of 
the topic. 

19- 15 Marks  

Shows a good 
understanding 
of parts olthe 
topic. 

14 - 9 Marks  

Does not. seem 
to understand 
the topic very 
we LI. 

5-1 Marks 

resentation 
Skills 

30 Very Good: Alt 
the slides were 
syntactically 
complete, No use 
of fitter words, 
presentation 
material is 
relevant, Kept up 
the given time-
20 minutes 

10- 8 Marks  

Good: Most of 
the slides were 
syntactically 
complete, 
Minimum use of 
litter words, 
presentation 
material is 
moderately 
relevant, 
exceeded given 
lime by 5 - 10 
minutes or 
finished before 
5 - lOminutes 

7 - 5 Marks 

Satisfactory: 
Most of the 
slides were 
syntactically 
not complete, 
used filter 
words, 
presentation 
material is not 
so relevant, 
exceeded given 
limebylO- 15 
minutesor 
finished before 
10- 15 minutes 

4 - 3 Marks 

The slides 
were 
syntactically not 
complete, used 
litter words, 
presentation 
material is not 
relevant, 
exceeded given 
time more than 
15 minutes or 
Presentation is 
less than 10 
minutes 

2-1 Marks 

10 Answering 
l2ueries  

Very Goo d: 
Answered alt 
queries 

Good: Answered 
most of the 
queries 

Satis factory: 
Answered some 
of the queries  

Poor: Answered 
very few queries 

Total Marks (Out of 80 Marks) 
Report compilation (Out of 20 Marks) 

Total Marks Awarded 
of the Evaluator: 
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National Education Society IR.) 

Jawaharlal Nehru National College of Engineering, Shivamogga 
(Approved by AICTE, New Delhi, Certified by UGC 2f & 12B, Accredited by NAAC -'B UG program ocredited by NBA 

Recognized by Govt. of Kornotoka and Affiliated to VTU, Belagovi) 

INTERNAL QUALITY ASSURANCE CELL 

TECHNICAL SEMINAR RUBRICS 

Name of the stude nt: .A/2ad4jjna L7 J T USN: 

Seminar Topic: (On Lc'iOn a- S'qn Iarqiioq- !nt8 /ex 
Category

- G 1ading Pattern Marks 

Literature Survey (20 Marks) 5 Marks 4 Marks 3 Marks 2 Marks 1 Mark 

2. 0 

1. No. of papers referred 5 or4re Papers 4 Papers 3 Papers 2 Papers 1 Paper 

2. Relevance All ers are 

relevant to 

chosen domain 

All 4 papers are 

relevant to 

chosen domain 

All 3 papers are 

relevant to 

chosen domain 

All 2 papers are 

relevant to 

chosen domain 

Paper is 

relevant to 

chosen domain 

3. Quality At le.a~ 5 papers 

are from reputed 

journals 

Atleast 4 are from 

reputed journals 

At least 3 papers 

are from reputed 

journals 

Atleast 2 papers 

are from 

reputed 

journals 

Paper is from 

reputed journal 

4. Recency At least 5 papers 

p.bhshed in Past 

two years 

Atleast 4 papers 

published in Past 

3-4 years 

At least 3 

published in Past 

5-6 Atleast 3 

papers years 

Atleast 2 papers 

published in 

Past 7-8 years 

Paper published 

in Past more 

than 8 years 

Presentation (60 Marks) 9 -10 Marks 7-8 Marks 5-6 Marks 3-4 Marks 1-2 Marks 

Organization of presentation 

1. Well structured 

2. Formatting 

3. Effective use of Text & Graphics 

All the three parameters are addressed At least two parameters are 

addressed 

At least one 

Technical Content 
1. Provides a thorough overview 

2 In-depth explanations & 

justifications 

3. Design / Calculations / 
Sftnulations / Algorithms 

4. Research and analysis 

5. Societal & Environmental 

concerns 

All the 5 

parameters are 

addressed 

Any 4 parameters 

are addressed 

Any 3 parameters 

are addressed 

Any 2 

parameters are 

addressed 

Any one 

parameter is 

addressed 

Presentation skills 
1. Preparation 

2 Communication 

3. Confidence 

4. Flow & style 

5. Formal appearance 

All the 5 

parameters are 

addressed 

Any 4 parameters 

are addressed 

Any 3 parameters 

are addressed 

Any 2 

parameters are 

addressed 

Any one 

parameter is 

addressed 

Answering queries Answered all 

querie,_ 

Answered most of 

i the queries 

Answered some 

of the queries 

Answered very 

few queries 

Attempted to 

answer 

Inferences/results & discussions 
. Inferences are drawn based 

experiment/imple?nentation by 

the student 

2. Ability to comprehend / 
summarize the concepts 

3. Exploring the future scope of 

the study 

All the three parameters are addressed At least two parameters are 

addressed 

At least one 

Adherence to time(20 minutes) kept up the given 
tirny7  

. Exceeded given 

time by ± 5 mins 

Exceeded given 

time by ±10 mUss 

Exceeded given time ± 15 mins 

Seminar Report(20 Marks) 
1. Adherence to Template 

2. Report in line with the conteit 

of presentation 

3, Organization of the report 

4. Grammar 

5. Inclusion of Citations 

All the 5 
parameters are 

addressed 

At least 4 

parameters are 
addressed 

. 

At least B 

parameters are 

addressed 

At least 2 

parameters are 

addressed 

• s.A - 

t\_ ........... 

At leastone 

,parameter is 

addressed 

-'i,. 



National Education Society (R.) 

J.N.N Coflege of Engineering, Shivamogga 
(Approved byAlCTE, New Delhi, Certified by UGC2f& 12B, Accredited by NAAC—'B', 

All 7 UG Programs have been Accredited By  National Board Of Accreditation (NBA) 

for period 1.7.2019 to 30.6.2022, 

Recognized by Govt. of Karnataka and Affiliated to VTU, Bela gavi) 

Department of Electronics and Communication Engineering 

Seminar Evaluation Sheet 

USN: 4JN18EC045 Name: MADHURA B N 

Sem: 8 Section: A 

Guide:SMITHA S M 

Title Conversion of sign language into text 

SI. 
No 

Parameter Guide Marks 
(Max:80) 

Coordinator 
Marks (Max: 

20) 

Total Marks 
(Max: 100) 

Rubrics 

I Technical Content 7.2 1.8 9 

2 Presentation skills 7.2 1 .8 9 

3 Organization of presentation 5.6 1.4 7 

4 Literature survey 16 4 20 

5 Answering Queries 7.2 1.8 9 

6 Inferences! Results and discussions 7.2 1.8 9 

7 AdherencetQ time 8 2 10 

8 Seminar report 16 4 20 

Total 74.4 18.6 93 

Signature of Guide Signature of Seminar Coordinators Signature of H D 

43/132 



B28 4JN18EC112 Vidyashree R tsigd*c*J fJ,.EI1t?\. EC1O4 
4JN18EC065 Rachana R Hathwar 

B31 4JN18ECO22 ChethanV 21/4/22 3:00 pm to 

5:00pm 

PSC, ABN 

EC1O1 4JN18ECO5S Nikhil Anand 

Technical Seminar Co-ordinators: Abhijith N, Prashanth G S 

i (
i'''ICE 

I 



B20 

4JN18EC086 Shwetha R 

loT Wearable Sensor and Deep Learning: An Integrated 

Approach for Personalized Human Activity Recognition 

in a Smart Home Environment 

20/4/22 3:00 pm to 

5:00pm 

BSU, PGS 

EC1O4 
4JN18EC069 Ranjitha P E-textiles (Electronic textiles) 

4JN18EC074 Samiksha HR 

Real-time detection of apple leaf diseases using a deep 

learning approach based on improved CNN 

4JN18EC072 Sahana B N 

A robust image copy detection method using machine 

learning 

B8 

4JN18EC070 Ravi Kumar G K 

plant leaf disease detection using a hybrid learning 

model 

21/4/22 

9:00am to 

11:00am 

KVD, SSM, ABN 

EC1O1 
4JN18EC1O6 Ujwal G 

Research on Fire Detection and Image Information 

Processing System Based on Image Processing 

4JN18EC122 Santhosh M S 

Nutrient deficiency detection in maize (Zea mays L.) 

leaves using image processing 

4JN18EC124 Adithya T R 

End-to-End Learnt Image Compression via Non-Local 

Attention Optimization and Improved Context 

Modeling 

B13 

4JN18EC034 Hemanth L 

DETECTION AND DIAGNOSIS OF GLAUCOMA FROM 

RETINAL IMAGE USING IMAGE PROCESSING 

21/4/22 

9:00am to 

11:00am 

TSH, Dr.PKS, PGS 

EC1O4 
4JN18ECOGO Pramod R 

Deep Learning-Based Object Detection Improvement 

for Tomato Disease 

4JN18ECO13 Areeb Ur Rahaman 

Face Recognition based Attendance System using Haar 

Cascade 

4JN19EC401 Aftab Husen H L Or 

B32 

4JN18EC426 Sunil Kumara D T Automatic rail crossing alarming system 

21/4/22 

11:15am 

to 1:15pm 

AKJ, ABN 

EC1O1 

.1 

4JN17EC033 Kiran Kumar K S RFID Based Smart Bus 

4JN18EC420 Shambhu Nadager High-Speed Broadband Communication System for 

Moving Trains using Free Space Optics 

4JN18EC104 Twinkle Srusti J K Visible Light Communication (VLC) 

21/4/22 

11 1am 

to 5pm RBS, 4JN18EC062 Priya KS loT Based Real-Time Soil Nutrients Detection 



4JN18EC082 ShashankKS 7 -ij cZr9  
4JN1EECO7S Santosh i.xg 

B15 

4JN19EC412 Wilson Dsouza Wireless chargin'for vehicles using r4eiver coils 

20/4/22 

9:00am to 

11:00am 

AKJ, TSH, ABN 

EC1O1 

4JN19EC406 Kiran Kumar R 2kwJec. ;:\i 
4jn19ec400 Adarsha D M pJs. t&.*, 

4JN18EC066 Rajat Kumar V.J '.Lt.,.q Lf't.. 

B35 

4jn14ec009 Ankith G.M. Smart dust 

20/4/22 

9:00am to 

11:00am 

SSM, PGS 

EC1O4 4JN16EC114 VARUN N 

6G Network Access and Edge-Assisted Congestion Rule 

Mechanism using Software-Defined Networking 

4jn15ec104 PunithS VLC. 

B6 

4JN19EC409 Preethi K S Design, Development and Evaluation of an Intelligent 

Animal Repelling System for Crop Protection embedded 

Edge-Al 

20/4/22 11:15am 

to 1:15pm 

SBN, ABN, SS 

EC1O1 

4JN19EC407 Pallavi N S On underwater wireless sensor networks routing 

protocols 

4JN19EC404 Anusha G Optoelectronic and Nano sensors Detection Systems 

4JN19EC408 Pooja A P Color Image Enhancement of Acute Leukemia Cells in 

Blood Microscopic Image for Leukemia Detection 

Sample 

B33 

4JN17EC012 Apeksha C S 

Attribute-based encryption for secure access to cloud 

based [HR systems 

20/4/22 

11:15am 

to 1:15pm 

KVD, PGS 

EC1O4 4JN17EC048 Monika K P 

URBAN UNDERGROUND INFRASTRUCTURE 

MONITORING loT: THE PATH LOSS ANALYSIS 

4JN16EC045 Manjunath v banger 

Steganography scheme on JPEG compressed cover 

image with high embedding capacity 

B24 

4jn18ec077 Sanjay kb 

Forest monitoring system for early fire detection based 

on Convolutional neural network and UAV imagery 

20/4/22 

3:00 pm to 

5:00pm 

SHR, SM, ABN 

EC1O1 4JN1SEC117 Vishruth V Belagavi Artificial Intelligence for the Metaverse: A Survey 

4JN1SEC11S Vivek H B Real-time Traffic Jam Detection and Congestion 

Reduction Using Streaming Graph Analytics 

4J N 18 EC 105 U day S I ML 



B22 

4JN18EC098 Sumanth Shanbog HR 

Real-Time Embedded sEMG analysis using Neural 

Networks for Gesture Recognition 

19/4/22 9:00am to 

11:00am 

PSC, PKN, PGS 

EC1O4 

4JN18EC119 Yashas Vinay Nuclear Fusion 101 

4JN18EC081 Shashank G S 

From Algorithms to Devices: Enabling Machine Learning 

through Ultra-Low-Power VLSI Mixed-Signal Array 

Processing 

B16 

4JN18EC016 Bhargavi G N Block chain for Industry 

19/4/22 11:15am 

to 1:15pm 

SMD, ABN, ABP 

EC1O1 

4JN18EC006 Aishwarya s 

A Deep Cascade of Convolutional Neural Networks for 

Dynamic MR Image Reconstruction 

4JN18EC019 Bhoomika BC 

Light Fidelity (Li-Fl) Technology: Will It Be an Eco- 

friendly for Monitoring the Covid-19 Patients in 

Hospital. 

4JN1SEC115 Vinusha K 

Energy harvesting technologies for wireless sensor 

networks 

B26 

4JN19EC405 Apoorva A Jam 

Concept of convolutional neural network using deep 

learning approach 

19/4/22 
11:15am 

to 1:15pm 

5K, RBS, PGS 

EC1O4 

4JN19EC402 Anujna BN 

Automatic Segmentation of MR Brain Images with a 

Convolutional Neural Network 

4jn18ec095 

Suma Manjunath 

Anvekar Survey of Convolutional Neural Networks 

4JN18EC083 Shilpa S 

Complex - valued Neural Networks with Non - 

parametric Activation Functions 

B11 

4JN18EC054 Neha S Bharadwaj 

Hand gesture recognition using convolution neural 

network 

19/4/22 
3:00 pm to 

5:00pm  
SM,SB, ABN 

EC1O1 4JN18ECO5O MounyaS.M 

Robust Handwriting Recognition with Limited and Noisy 

Data 

4JN18EC045 Madhura B N Conversion of sign language into text 

4JN18ECOO8 Akshatha R Kunte 1tAj.e Roc4ijv 4efv 

B27 
4JN18EC084 Shiva Kumar M 

arning-Based Smart loT Health System for 

Blindness Detection Using Retina Images 
19/4/22 

3:00 prn)o 

5:00pm 

• SS.BSU,PGS 
1 

4JN18EC1O7 Ullas R K 

Malicious Insider Attack Detection in loTs Using Data 

Analytics 



B5 

4JN18EC121 Gagana H M Access Control System Based on Face Recognition 

18/4/22 
11:15am 

to 1:15pm 

SK, TSH,PGS 

EC1O4 

4JN18ECO26 Deepak B N Li-fl Technology and its Application 

4jn19ec403 Anusha B V 

Smart Attendance Management System Based on Face 

Recognition Using CNN 

4JN18EC039 Kavana M A Study on Digital Image Forgery Techniques and its 

Detection 

B12 

4JN18EC049 Mohammed Shahid 

Visual Speech Recognition using Convolutional Neural 

Network 

18/4/22 
3:00 pm to 

5:00pm 

SM PKN ABN 

EC1O1 

4JN18EC048 Mohammed Saqib 

Detection of Glaucoma in Retinal Image using various 

Image Processing Techniques 

4JN18EC002 Adarsh Prabhakar 

Scene Recognition Method by Bag of Objects Based on 

Object Detector 

4JN18EC046 Manoj Kumar KP 

A Semi-Supervised Multi-Task Learning Approach for 

Predicting Short-Term Kidney Disease Evolution 

B25 

4JN18EC096 Suman S Fast chain 

18/4/22 
3:00 pm to 

5:00pm 

Dr. SVS, SS, PGS 

EC1O4 4JN18EC111 Vidyarani S H 

A Novel Improvement With an Effective Expansion to 

Enhance the MD5 Hash Function for Verification of a 

Secure E-Document. (RAINBOW TABLE
- 

CRYPTOGRAPHY) 

4JN18EC064 Priyanka P S 

loT-Assisted ECG Monitoring Framework with Secure 

Data Transmission for Health Care Applications 

4JN18EC094 SuhasNS 

BiG 

4JN18ECO27 Dilip M 

An Overview of Internet of Things (loT) and Data 

Analytics in Agriculture: Benefits and Challenges 

19/4/22 9:00am to 

11:00am 

SHR, AKJ,ABN 

EC1O1 

4JN18ECO28 Gagan H U 

5G for Vehicular Use Cases: Analysis of Technical 

Requirements, Value Propositions and Outlook 

4JN1SECO61 Pratheek KY Design of Intelligent Vehicle Based on Dynamic Wireless 

Charging 

4JN18EC043 Kumar V B Deep Learning-Based Object Detection Improvement 

for Tomato Disease 

4JN1SECOSS Shripada Adiga 

6G Wireless Communications Vision and Potential 

Techniques 



National Education Society (R.) 

J.N.N College of Engineering, Shivamogga 
(Approved by AICTE, New Delhi, Certified by UGC 2f& 12B, Accredited by NAAC—'B', 

All 7 UG Programs have been Accredited By National Board Of Accreditation (NBA) 

for period 1.7.2019 to 30.6.2022, 

Recognized by Govt. of Karnataka and Affiliated to VTU, Bela gavi) 

Department of Electronics and Communication Engineering 

Technical Seminar Presentation Schedule 

Academic Yea r-2021-22 From 18/4/22 to 21/4/22 

Batch 
No. USN Name Seminar Title Date Time Evaluators 

B19 

4JN18EC075 Sanath N Security in cloud computing 

18/4/22 

9:00 am 

to 

11:00am 
SSM ABN BSU 

4JN18EC093 Sudhanva H G 

Sub-10 nm Nanogap Arrays for the Next Generation 

Electronics 

4JN18ECO71 S Bharat 

Flexible Textile Antenna Design with Transparent 

Conductive Fabric Integrated in OLED for WiMAX 

Wireless Communication Systems 

4JN18EC116 Vishnu C R Hybrid Energy Storage System for Electric Vehicles 

B18 

4JN18EC088 SINCHANA S R Unmanned Aerial Vehicles 

18/4/22 

9:00am 

to 

11:00am 
SB PGS SHR 

'EC14 
4JN18EC091 Spoorthi I S 

Hand-Written Character Identification from an Image 

by using Digital Image Processing 

4JN18EC092 Spoorthy Internet of things for high-speed railways 

4JN18ECO9O Soukya B V Statistical Region Merging 

B2 

4JN18ECO25 Deeksha Ti Forest fire detection using image processing 

18/4/22 
11:15am 

to 1:15pm 

ABP,SBN, ABN 

EC1O1 

4JN1SECOO4 Adithi.S.R 

Underground Infrastructure Water Supply Monitoring 

using lOT 

4JN18ECO24 Chitrashree Decentralized E-Vating Portal Using Blockchain 

41N18EC033 Harshitha. M. D Blockchain Enabled Smart Contracts 



Note: Technical Seminar for Remaining Batches will be scheduled from 18/4/2022. 

Technical Seminar Co-ordinators: Abhijith N, Prashanth G S 

B9 

4JN18EC012 Anushree N R Deep Learning Based Detection and Correction of 

Cardiac MR Motion Artefacts During Reconstruction for 

High-Quality Segmentation 

13/4/22 11:15am 

to 1:15pm 

SS, ABN, SB 

EC1O1 

4JN18EC036 Inchara V Shetty Long Short-Term Memory Recurrent Neural Network 

for Automatic Speech Recognition 

4iN18EC063 Priya K V Large area free positioning wireless power transfer to 

movable receivers 

4JN18ECO68 Raksha S G Color Correction Based on CFA and enhancement based 

on retinex with dense pixels for underwater images 

B30 

4JN18EC073 SahanaSK 

Color balance and fusion for underwater image 

enhancement 

13/4/22 
1115 

0 pm 

SK,PGS,SBN 

EC1O4 

4JN18EC076 Sanidhya.G.M Back propagation network 

4JN1SEC123 Shruthi M CNN Architecture- LeNet, AlexNet, ZFnet 

4JN18EC1Q1 Swathi. S CNN architecture-VGG net, Resnet, Google net 

B34 

4jn16ec087 Shridhara.S Artificial Intelligence Aided Automated Design for 

Reliability of Power Electronic Systems 

13/4/22  
3:00 pm to 

5:00pm 

ABN KVD 

EC1O1 

4JN16EC1O2 Taniya Shaikh Low-cost flip chip stack for Partitioning Processing and 

Memory 

4JN18EC411 Navyasri S R Face recognition in the scene of wearing a mask 

B14 

4JN18EC052 Nathaniel Santhosh 

Zigbee Based Wearable Remote Healthcare Monitoring 

System for Elderly Patients 

13/4/22 
3•00 

. p 

PGS, TSH 

EC1O4 

4JN18EC047 Mohammed Junaid A loT for next generation smart system 5g-IOT 

4JN18EC031 GauthamSG 

A Hybrid Artificial Intelligence and Internet of Things 

Model for Generation of Renewable Resource of 

Energy. 

4JN18ECO2O Charan Gadade M 

Low-cost sensor with lOT LoRa WAN connectivity and 

machine learning based calibration for air pollution 

monitoring 



Problems Through Predictive Analysis of ECG Signals - 

4J N18ECO23 Chin may G P J 

B23 

4JN18EC113 Vikram G V 

Automatic Fall Risk Detection Based on Imbalanced 

Data 

12/4/22 
11:15am 

to 1:15pm 

SB, PGS, SHR 

EC1O4 

41N18EC053 Naveen Ci 

3D Holographic and Interactive Artificial Intelligence 

System 

4JN1SECO97 Sumanth. K 

Development and experiment of Novel Deep Sea- 

Resident ROV 

4J N 18 EC099 Sum u kh B G 6V- 

B4 

41N18EC044 Likitha K P Li-Fl the Next Generation of Wireless Communication 

12/4/22 
3:00 pm to 

5:00pm 

ABN, AKJ 

EC1O1 

4JN18EC058 Pavana P Kulal Unmanned aerial vehicle with underlaid Device to 

Device communications: performance and tradeoffs 

4iN18EC056 Nikhitha Yadav N Artificial immune wireless intelligent sensor and 

actuator network 

4iN18EC011 Anagha B R Fog Computing: A New Era of Cloud Computing 

B29 

4JN18EC1O8 Umm E Hani Li fi technology 

12/4/22 
3:00 pm to 

5:00pm 

PGS, Dr. PKS 

EC1O4 

4JN1SEC1O2 Tanuja V 

Cloud computing technology: Improving small business 

performance using the Internet 

4JN18EC1O3 Thejaswini D 5G Technology 

4iN18EC100 Sushma P 

B7 

4JN18ECO1O Amoghavarsha S G Touch Sensing for a Projected Screen Using Slope 

Disparity Gating 
13/4/22 

9:00am to 

11:00am 
PSC, ABN, SMD 

EC1O1 
4iN18EC057 Niranjana lois H C Halide Perovskite and Its Application in Solar Cells 

4iN18EC041 Kiran C N High efficiency WLANs 

B21 

4iN18EC080 Shamantha B R 

An Edge Intelligent transport system based on Deep 

Learning to monitor traffic flow 

13/4/22 

9:00am to 

11:00am 

PKN, PGS, SM 

EC1O4 

4JN18ECO1S Bhanupriya R Ambulatory Maternal and Fetal Monitoring 

4JN1SECO87 Siddarth M Muchadi A Seed Planting Robot with 2 control Variables 

4JN18EC11O Varun M 

Liver cancer detection using hybridized convolutional 

Neural Network based on deep learning framework 



National Education Society (R.) 

J.N.N CoUege of Engineering, Shivamogga 
(Approved by AICTE, New Delhi, Certified by UGC 2f& 128, Accredited by NAAC —'B', 

All 7 UG Programs have been Accredited By Notional Board Of Accreditation (NBA) 

for period 1.7.2019 to 30.6.2022, 
Recognized by Govt. of Karnatoka and Affiliated to VTU, Belagavi) 

Department of Electronics and Communication Engineering 
Technical Seminar Presentation Schedule 

Academic Year-2021-22 

Batch 
No. USN Name Seminar Title Date Time Evaluators 

Bi 

4JN18EC030 Ganesh G Shet Haptic Interfaces for Virtual Reality 

12/4/22 

9:00 am 

to 

11:00am 

RBS, KVD, ABN 

EC1O1 

4JN18ECO29 Ganashree K G The extended reality in loT 

4JN18EC001 Abhishek A K IP (ARP) Spoofing Detection and Prevention Techniques 

using Protocols 

4JN18ECO17 Bhargavi S G Analysis of the NTRU Post-Quantum Cryptographic 

Scheme in Constrained loT Edge Devices 

B17 

4JN19EC41O Swathi R loT based Automated Aquaponics system 

12/4/22 

9:00am 

to 

11:00am 

Dr. PKS, PSC, PGS 

EC1O4 

4JN18EC089 Sneha KS loT-based soil-less farming (using water) 

4JN19EC411 Varshitha S 

Smart and sustainable home aquaponics system with 

feature-rich loT mobile application 

4JN18EC125 Navya v shet 

Automatic control and management system for 

hydroponics cultivation 

B3 

4JN18ECO21 Chethan R Wearable Sensing and lelehealth Technology with 

Potential Applications in the Coronavirus Pandemic 

12/4/22 
11:15am 

to 1:15pm 

ABP, ABN 

EC1O1 

4JN1SECO14 A1dTh loT-assisted ECG monitoring framework with secure 

data transmission for health care applications 

4JN1SECOO9 AmithN Smart Heart Monitoring: Early Prediction of Heart 



ECE-TECHNICAL.. 

  

CoverPage-Tec... 

 

Certificate Techn.. ECE-TECHNICAL.. 

8/17/23, 10:35AM Regarding Technical Seminar - abhijithn©jnnce.ac.in  - Jawaharlal Nehru National College of Engineering Mail 

Gmail Q in:sent
C C x

© G'ooge 

204 of I, 

N Abhijith <sbhijthn@jnnce.ac.in> Tue. Apr 5, 2022, 1:10 PM 

to scjrakshal, dtun/kumar3, aishwaryas03 Ill, birnnkumarsagar52, kirankumarksjnec, anushresjoisl4, manjunathhanger, a4998.1151, appuapeks1ia28, vai unn. 

Dear Students, 

PFA for the preparation of Technical Seminar PPT and Report. 

Need to be prepared only after getting approval from the guide. 

Abhijith N 

Asst. Prof 

Dept. of Electronics and Communication Engineering 

J.N.N College of Engineering 

Shimoga- 577 204 

Ph. No-9620852497 

Compose 

Mail 

Inbox 

Chat Starred 

Snoozed 

Spaces Sent 

Drafts 73 

Meet More 

Labels 

4 Attachments Scanned by Gmail 

https:I/mail.google.com/mail/u/0/#sent/ogrcJHrnzwQPtpCfFmJrlMShXDsdcsGVBnl 1/1 



Regarding Technical Seminar - abhijithn@jnnce.ac.in  - Jawaharlal Nehru National College of Engineering Mail 

204 of 1154 

N Abhijith <abhiiitii@jnnco.ac.in> Wed, Mr 30, 2022, 11:03AM 

to sgrakshal, dtsuniIiumr3, aishwaryasO3ill, kirankumarsagau52, kirankumarksjnec, anuhreejois14, manjunethhangor, a499841S1, appuapeksha28, vrarunn.: 

Dear Students, 

Upload the Technical Seminar details in the attached google form, only after getting approval from the respective Project guide. 

This has to be completed as soon as possible because the technical seminar is scheduled from 12th April 2022. 

Link to upload the detailes- httpsillorrns.gle/ASxCcc7kNdUGHXcOA 

For any queries regarding the technical seminar, contact the respective Co-ordinators: 

'A' Section - Mr. Abhijith N 
'B' section - Mr. Prashanth C S 

Abhijith N 

Asst. Prof 

Dept. of Electronics and Communication Engineering 

J.N.N College of Engineering 

Shimoga- 577204 

Ph. No-962085 2497 

8/17/23, 10:35AM 

Gmail 

Compose 

Mail 

lnbox 8 

Chat
Starred 

Snoozed 

Spaces
Sent 

Drafts 73 

Meet
More 

Labels 

O in:sent 
C C x -- 

' © 3 Googe 

N Abhijith Mon. Apr 4. 2022, 417PM 

Door Students, PFA of Technical Seminar topic selection details as on 4th Auril 2022. Upload the details as soon as possible after discussing the topic with you 

https://mail.google.com/mail/u/0/#sent/ogrcJHrnzwoptpcfFmJrlMshxDscjcsGvBnl 1/1 



'7' - - 

JNli.E 
.irij of 

3( 

N N E 
;H MA S // 

Regarding Technical Seminar - abhijithn@jnnce.ac.in  - Jawaharlal Nehru National College of Engineering Mail 

3oogle 

204 of 1,154 

Regarding Technical Seminar 

N Abhijith <ahhijithn@jnnce.ac.in> Thu, Mar10, 2022, 2:05PM 

to sgrakshai, dturhikumar3, aishwaryzish3lfl, kironumarsagar52, kironkumrksjrwc, anushreeic3;14, rnanjunathbanger, a49984151, appuapeksha28, varurei. 

Dear all, 

We hereby bring to your notice that, since there is a technical seminar (18ECS84 and 17ECS86 for 100 marks) in the 8th semester, it is planned to 

schedule the Technical Seminar from 12111 April 2022. With respect to this, the students are hereby informed to discuss and decide the title of the paper with the 

Project guide. After approval from the project guide, students need to submit the approved hard copies of the papers to the respective Technical seminar 

Coordinators. 

The following guidelines should he followed while selecting the seminar topic. 

1. The paper should he chosen from a referred journal viz., IEEE, Elsevier and Springer 

2. The paper should he the latest and the date of publication should he from 2019 onwards. 

3. The topic should be purely technical. 

The topic review process is scheduled from 10.03.2022 to 23.03.2022 and the seminar presentation schedule will be intimated later. 

8/17/23, 10:34AM 

Gmail 

Compose 

Mail 

Inbox 

Chat
Starred 

Snoozed 

Spaces Sent 

Drafts 73 

Meet
More 

Labels 

Q. in:sent C C
X 

Evaluation Rubrics are attached herewith for your reference, based on which the technical seminar marks will be evaluated. 

For any queries regarding the technical seminar, contact the respective Co-ordinators: 

'A' Section - Mr. Abhijith N 

'B' section - Mr. Prashanth G S 

https://mail.900gle.com/mail/u/0/#sent/QgrcjHrnzwoptpcfFmJrlMshXDsdcsoVBnl 1/1 



QoAH &o& 

Nationa' Education Society (R.) 

Jawaharlal Nehru National College of Engineering, Shivamogga 
(Approved by AICTE, New Delhi, Certified by UGC 21 & 128, Accredited by NAAC -'B', UG program acredited by NBA 

Recognized by Govt. of Kornatoka and Affiliated to VTU, Belagavi) 

INTERNAL QUALITY ASSURANCE CELL 

TECHNICAL SEMINAR RUBRICS 

Name of the student: USN: 

Seminar Topic: 

Category Grading Pattern - 

Literature Survey (20 Marks) 5 Marks 4 Marks 3 Marks 2 Marks 1 Mark 

1. No. of papers referred 5 or more Papers 4 Papers 3 Papers 2 Papers 1 Paper 

2. Relevance All 5 papers are 

relevant to 

chosen domain 

All 4 papers are 

relevant to 

chosen domain 

All 3 papers are 

relevant to 

chosen domain 

All 2 papers are 

relevant to 

chosen domain 

Paper is 

relevant to 

chosen domain 

3. Quality At least 5 papers 

are from reputed 

journals 

Atleast 4 are from 

reputed journals 

At least 3 papers 

are from reputed 

journals 

Atleast 2 papers 

are from 

reputed 

journals 

Paper is from 

reputed journal 

4. Recency At least 5 papers 

published in Past 

two years 

Atleast 4 papers 

published in Past 

3-4 years 

At least 3 

published in Past 

5-6 Atleast 3 

papers years 

Atleast 2 papers 

published in 

Past 7-8 years 

Paper published 

in Past more 

than 8 years 

Presentation (60 Marks) 9 -10 Marks 7-8 Marks 5-6 Marks 3-4 Marks 1-2 Marks 

Organization of presentation 

1. Well structured 

2. Formatting 

3. Effective use of Text & Graphics 

All the three parameters are addressed At least two parameters are 

addressed 

At least one 

Technical Content 

1. Provides a thorough overview 

2. In-depth explanations & 

justifications 

3. Design / Calculations / 

Simulations / Algorithms 

4. Research and analysis 

5. Societal & Environmental 

concerns 

All the 5 

parameters are 

addressed 

Any 4 parameters 

are addressed 

Any 3 parameters 

are addressed 

Any 2 

parameters are 

addressed 

- 

Any one 

parameter is 

addressed 

Presentation skills 

1. Preparation 

2. Communication 

3. Confidence 

4. Flow & style 

5. Formal appearance 

All the 5 

parameters are 

addressed 

Any 4 parameters 

are addressed 

Any 3 parameters 

ar&addressed 

Any 2 

parameters are 

addressed 

Any one 

parameter is 

addressed 

Answering queries Answered all 

queries 

Answered most of 

the queries 

Answered some 

of the queries 

Answered very 

few queries 

Attempted to 

answer 

Inferences/results & discussions 

1. Inferences are drawn based on 

experiment/implementation by 

the student 

2. Ability to comprehend / 

summarize the concepts 

3. Exploring the future scope of 

the study 

All the three parameters are addressed At least two parameters are 

addressed 

At least one 

Adherence to time(20 minutes) kept up the given 

time 

Exceeded given 

time by ± 5 mins 

Exceeded given 

time by ±10 mins 

Exceeded given time ± 15 mins 

Seminar Report(20 Marks) 

1. Adherence to Template 

2. Report in line with the content 

of presentation 

3. Organization of the report 

4. Grammar 

5. Inclusion of Citations 

All the 5 

parameters are 

addressed 

- 

At least 4 

parameters are 

addressed 

At least 3 

parameters are 

addressed 

IA 

At least 2 

parameters are 

addressed 

At leastone 

parameter is 

addressed 

t-ja':j Gr Uii [)ri.iicrne 
rul :!L-. :1EiCi t,rrrnunu. - r)r. 

'.,'. ijç- jir- y _i 



VISVESVARAYA TECHNOLOGICAL UNIVERSITY 

Jnana Sangama, Belagavi, Karnataka -590 018. 

A project report on 

"Autonomous 3-D Mapping and Navigating 
Droid" 

Submitted in partial fulfillment of the requirements for the award of the degree of 

Bachelor of Engineering 

Shashank GS 

Electronics and Communication Engineering 
in 

Shripada Adiga 

by 
USN:4JN18ECO81 
USN:4JN18ECO85 

Sumanth Shanbog HR USN:4JN18ECO98 
Yashas Vinay USN:4JN18EC119 

Under the guidance of 

Mrs. Prema K N, M.Tech 
Assistant Professor, 

Dept. of ECE, 
JNNCE-577 204. 

TSHIMOGA 

oF ENGINE 

Department of Electronics and Communication Engineering 
JNN Çollege of Engineering, Shimoga - 577 204. 

July 2022 



VISVESVARAYA TECHNOLOGICAL UNIVERSITY
Jnana Sangama, Belagavi,Karnataka - 590 018

A Project Report on

"Autonomous 3-D Mapping and Navigating
Droid"

Submitted in partial fulfillment of the requirements for the award of the degree of
Bachelor of Engineering

in
Electronics and Communication Engineering

by

Shashank G S USN:4JN18EC081
Shripada Adiga USN:4JN18EC085
Sumanth Shanbog H R USN:4JN18EC098
Yashas Vinay USN:4JN18EC119

Under the Guidance of
Mrs. Prema K N M.Tech.

Assistant Professor,
Dept. of ECE,

JNNCE-577 204.

Department of Electronics and Communication Engineering
JNN College of Engineering, Shimoga - 577 204.

July 2022



VISVESVARAYA TECHNOLOGICAL UNIVERSITY 

JNN College of En 
Department of Electronics and Communication Engineering 

Jnana Sangama, Belagavi 590 018. 

SigDatbre of the Guide 
Mrs. Prema K N 

Assistant Professor, 

Dept. of ECE, 
JNNCE, Shimoga. 

Narme of the cxaminer 
1. Bheela 

2. Haii TS 

Engineering 

Shimoga-577 204. 
oLLEGE OF ENGIN 

oWWT 

This is to certify that the project work entitled "Autonomous 3-D Mapping and Navigating 
Droid" is caried out by Shashank GS (4JN18ECO81), Shripada Adiga (4JN18ECO85). 
Sumanth Shanbog HR (4JN18ECO98), Yashas Vinay (4JN18ECI19) . the bonafide stu 
dents of JNN College of Engincering. Shimoga in partial fulfillment for the award of "Bach 
clor of Engincering" in department of "Electronics and Communication Engineering" of the 
Visvesvaraya Technological University, Belagavi, during the year 2021-2022. It is certified 
that all the corrections/suggestions indicated for internal assessment have been incorporated 
in the repon deposited in the departmental library. The project report has been approved as it 
satisfies the academic requirements in respect of project work prescribed for the said degree. 

CERTIFICATE 

Prinipul 
Jow ihorlal Nehru Now 

College of tngineering (3vNCE) 
Signature wofthe Principal 

Dr. K Nagendra Prasad 
Principal 

JNNCE, Shimoga. 

External Viva 

sighature of the HOD 
Dr. S.V. Sathyanarayana 

Professor& HoD 

Dept. of ECE, 
JNNCE, Shimoga. 

Signature with date 

22| 

227h 



ABSTRACT

The purpose of this work is to develop a mobile bot for remote monitoring of different envi-

ronments via an IoT-enabled live video feed in addition to tracking various sensor signals and

3D mapping the surrounding environment and navigating in it autonomously.

The Two wheeled bot, mounted with wide-angle wireless cameras, can freely move around

in its environment, based on a path planned out of a 3D-point map, and in the process shall

provide live video footage to a computer, along with monitoring various physical parameters

via different sensors embedded onto its controller. Thus the act of surveillance can be achieved.

Further enhancement of the project is possible by considering a virtual reality headset us-

ing which the user could be provided with an immersive rendering of the environment to be

monitored, along with upgrading the bots control to be done by hand gestures, thereby easing

machine-human interaction

Keywords: IoT,3D mapping,3D-point map,surveillance,cameras;
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Chapter 1

Preamble

1.1 Introduction

Technology has led to tremendous change in the robotics and automation field which ranges

in all kinds of areas. Security and surveillance are an integral part of our daily activities.

The process of surveillance, in general, is not just limited to security purposes but involves

continuous systematic supervision of a particular environment and everything else part of it. A

robot is an automated electronic machine that can perform, any number of times, a given set

of tasks and can thus replace human work. Surveillance involves risk or irreplaceable damage

when in adverse environments. With its added advantage of high accuracy, high speed, and

the ease with which they can be maintained, robots become the ideal choice for such jobs.

Surveillance is not limited to just security, it can be used for real-time monitoring of industrial

environments, disaster relief management, etc. One of the more recent uses of such bots was in

looking after Covid patients and preventing unauthorized entries into a ward. Moreover, such

bots can also be used to survey construction sites remotely and rectify errors or keep track of

developments at ease. By changing the upgrade tree of such bots their usage in monitoring

varies and can also be utilized for containing explosions and blasts. The two-wheeled bot,

mounted with wide-angle wired cameras, can freely move around in its environment, based on

a path planned out of a 3D-point map, and in the process shall provide live video footage to a

computer, along with monitoring various physical parameters via different sensors embedded

onto its controller, thus, performing surveillance. Data from the subsidiary sensors can be

collected and the same can be transmitted to the ground station or server. The visual data

collected via the camera is transmitted to the user, wireless, present in the ground station. The

user also would be able to direct the movements of the robot in the ground station which is the

transmitter section for the control of the bot.
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1.2 Aim of the project

The aim of this project is to develop an Autonomous 3-D Mapping and Navigating Droid.

1.3 Objectives of the project

The Objectives are:.

1. To implement an embedded sensor module on the wheeled bot and thereby monitoring

various physicalparameters

2. To Achieve SLAM (simultaneous localization and mapping) using ORB-SLAM2 (real-

time Slam library) package and training the system using Jetson Nano

3. To Adopt an Collision detection and avoidance Algorithm to move around

1.4 Methodology

This project is divided into two major modules, the sensor embedded module and camera

embedded module. Sensor embedded module consists of two different sensors and NodeMCU.

It works on the principle of the internet of things (IoT). Two different have been used, DHT11

humidity and temperature sensor alongside an MQ-2 gas sensor which will collect data on

humidity, temperature and gas in the immediate environment and transmit to the NodeMCU.

The NodeMCU then transmits the data to a ground station via the internet where it facilitates the

user to access the data. Camera embedded module consists of a Jetson Nano compute unit as

the main controller and RealSense D415 depth camera to capture the footage along with a Sony

IMX219 sensor. The mapping and localization of the bot to give it a sense of awareness of its

surroundings is achieved using a technique known as Simultaneous Localization and Mapping

or SLAM for short. With the visual feed from RealSense D415 depth camera, building a map

of an environment and localizing the bot at the same time is performed using ORB-SLAM2.

The navigation of the bot is based on Collision detection and avoidance using an appropriate

learning method which utilizes a secondary camera. Integrating these two modules will result

in the formation of Autonomous 3D Mapping and navigating Droid.
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1.5 Scope of the project

The project serves a purpose of mapping the environment or places which are not accessible

or not safe for human locomotion. Surveillance of such places would be one of the main

applications of this project. Surveillance is the process of gathering the information. And

different ways to gather information from the areas have been there in the past. Although

these systems have given good results, there are less systems which map and 3D models the

whole environment. Our bot’s main motive lies in the fact to map the surrounding area. This

ability to make the map of the surroundings forms the basis for security application. The bot

is internet enabled making it suitable for the application of IoT. It can be used for dynamic

supervision. This bot can be utilized in the remote monitoring of high risk/hazardous industrial

environments. Direct human intervention to such places like the radioactive sites will cause

adverse effects to the human itself. Embedding the bot with required appropriate sensors gives

it an upper hand in the remote analysis. This bot can be used to surevy construction sites

remotely and help rectify any build errors encountered. Further, this bot can be used to monitor

a supposed threat in a surrounding or be of help during rescue ops in case of a natural/man-

made disaster. In case of natural calamities the data other than just the image like temperature

and humidity from such places can be collected and sent to the ground station.

1.6 Limitations

The bot cannot be able to transmit the data to the ground station without the help of the internet.

Even though the bot is having 3 degree of freedom, the camera is mounted on top so the whole

body has to rotate completely to have a 360 degree view. We are not using any internal sensors

and if we have to detect any damage or any sort of problem at the surveillance place, the

user has to monitor it continuously without fail. These bots are more reliable for large scale

industries.
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1.7 Organization of the project

This report is organized into four chapters.

1. Chapter 1 includes the introduction aim and objectives of the project.

2. Chapter 2 includes the theoretical concepts related to the project.

3. Chapter 3 includes the design and implementation of Autonomous 3D mapping and nav-

igating droid.

4. Chapter 4 includes the results obtained and discussion

5. Chapter 5 includes the conclusion and future scope of the implemented methods.
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Chapter 2

Theoretical Background

A total of 8 papers were studied in detail and a summarized version of each is presented in

this section which consists of authors modeling of SLAM problem, IoT frameworks etc., their

approach to solving SLAM challenges, comparisons and benchmarks set

2.1 ORB-SLAM2 An Open-Source SLAM System for Monoc-

ular, Stereo and RGB-D Cameras.

Author: Raúl Mur-Artal and Juan D.Tardós, 2017

Simultaneous Localization and Mapping (SLAM) has been a hot research topic in the last

two decades in the Computer Vision and Robotics communities, and has recently attracted

the attention of high-technological companies. SLAM techniques build a map of an unknown

environment and localize the sensor in the map with a strong focus on real-time operation.

Among the different sensor modalities, cameras are cheap and provide rich information of the

environment that allows for robust and accurate place recognition. Therefore Visual SLAM

solutions, where the main sensor is a camera, are of major interest nowadays. Place recognition

is a key module of a SLAM system to close loops (i.e. detect when the sensor returns to a

mapped area and correct the accumulated error in exploration) and to relocalize the camera

after a tracking failure, due to occlusion or aggressive motion, or at system re-initialization.

Visual SLAM can be performed by using just a monocular camera, which is the cheapest

and smallest sensor setup. However as depth is not observable from just one camera, the scale

of the map and estimated trajectory is unknown. In addition the system bootstrapping require

multi-view or filtering techniques to produce an initial map as it cannot be triangulated from

the very first frame. Last but not least, monocular SLAM suffers from scale drift and may fail

if performing pure rotations in exploration.

By using a stereo or an RGB-D camera all these issues are solved and allows for the most

reliable Visual SLAM solutions. In this paper authors build on their monocular ORB-SLAM

and propose ORB-SLAM2 with the following contributions:
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Figure 2.1: Stereo case

1. The first open-source1 SLAM system for monocular, stereo and RGB-D cameras, in-

cluding loop closing, relocalization and map reuse

2. The RGB-D results show that by using Bundle Adjustment (BA) they’ve achieved more

accuracy than state-of-the art methods based on ICP or photometric and depth error min-

imization

3. By using close and far stereo points and monocular observations the stereo results are

more accurate than the state-of-the-art direct stereo SLAM

4. A lightweight localization mode that can effectively reuse the map with mapping dis-

abled

The stereo case in 2.1 shows the final trajectory and sparse reconstruction of the sequence

00 from the KITTI dataset. This is an urban sequence with multiple loop closures that ORB-

SLAM2 was able to successfully detect. The RGB-D case in figure 3.1(b) shows the keyframe

poses estimated in sequence fr1 room from the TUM RGB-D Dataset, and a dense pointcloud,

rendered by backprojecting sensor depth maps from the estimated keyframe poses. This SLAM

does not perform any fusion like KinectFusion or similar, but the good definition indicates the

accuracy of the keyframe poses.

A general overview of the ORB-SLAM2 system is shown in 2.3. The system has three

main parallel threads:
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Figure 2.2: RGB-D case

Figure 2.3: Overview of ORB-SLAM2

1. The tracking to localize the camera with every frame by finding feature matches to the

local map and minimizing the reprojection error applying motion-only BA

2. The local mapping to manage the local map and optimize it, performing local BA

3. The loop closing to detect large loops and correct the accumulated drift by performing a

pose-graph optimization. This thread launches a fourth thread to perform full BA after

the pose-graph optimization, to compute the optimal structure and motion solution[1]
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2.2 Bags of Binary Words For Fast Place Recognition in Im-

age Sequences

Author: Dorian Gálvez-López, Juan D.Tardós, 2012

One of the most significant requirements for long-term visual SLAM (Simultaneous Local-

ization and Mapping) is robust place recognition. After an exploratory period, when areas

non-observed for long are re-observed, standard matching algorithms fail. When they are ro-

bustly detected, loop closures provide correct data association to obtain consistent maps. The

same methods used for loop detection can be used for robot relocation after track lost, due for

example to sudden motions, severe occlusions or motion blur. For small environments, map-

to-image methods achieve nice performance, but for large environments, image-to-image (or

appearance-based) methods such as FAB-MAP scale better. The basic technique consists in

building a database from the images collected online by the robot, so that the most similar one

can be retrieved when a new image is acquired. If they are similar enough, a loop closure is de-

tected. In recent years, many algorithms that exploit this idea have appeared, basing the image

matching on comparing them as numerical vectors in the bag-of-words space. Bags of words

result in very effective and quick image matchers, but they are not a perfect solution for closing

loops, due mainly to perceptual aliasing. For this reason, a verification step is performed later

by checking the matching images to be geometrically consistent, requiring feature correspon-

dences. The bottleneck of the loop closure algorithms is usually the extraction of features,

which is around ten times more expensive in computation cycles than the rest of steps. This

may cause SLAM algorithms to run in two decoupled threads: one to perform the main SLAM

functionality, and the other just to detect loop closures.

In this paper, authors present a novel algorithm to detect loops and establishing point cor-

respondences between images in real time, with a conventional CPU and a single camera. The

approach is based on bag of words and geometrical check, with several important novelties that

make it much faster than current approaches. The main speed improvement comes from the

use of a slightly modified version of the BRIEF descriptor with FAST keypoints. The BRIEF

descriptor is a binary vector where each bit is the result of an intensity comparison between a

given pair of pixels around the keypoint. Although BRIEF descriptors are hardly invariant to

scale and rotation, the experiments show that they are very robust for loop closing with pla-

nar camera motions, the usual case in mobile robotics, offering a good compromise between

distinctiveness and computation time. Also introduced is a bag of words (figure 3.3) that dis-
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Figure 2.4: Bag of Words – Vocabulary tree

cretizes a binary space, and augment it with a direct index, in addition to the usual inverse

index - the first time a binary vocabulary– vocabulary words are the leaf nodes of the tree–

is used for loop detection. The inverse index stores the weight of the words in the images in

which they appear and is used for fast retrieval of images potentially similar to a given one. A

novel use of the direct index which stores the features of the images and their associated nodes

at a certain level of the vocabulary tree, to efficiently obtain point correspondences between

images, speeding up the geometrical check during the loop verification is also explained.

The complete loop detection algorithm– to decide that a loop has been closed, verification

the temporal consistency of the image matches obtained is done. One of the novelties in this

paper is a technique to prevent images collected in the same place from competing among them

when the database is queried. It is achieved by grouping together those images that depict the

same place during the matching.

Authors also present comparisons as shown in 2.5 between the effectiveness of BRIEF and

two versions of SURF features, the descriptor most used for loop closing.

Authors also analyze the performance of the temporal and geometrical consistency tests for

loop verification. Finally presented are the results achieved by this technique after evaluating

it in five public datasets with 0.7–4 Km long trajectories. It is demonstrated that the algo-

rithm can run the whole loop detection procedure, including the feature extraction, in 52ms in

26300 images (22ms on average), outperforming previous techniques by more than one order

of magnitude.[2]
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Figure 2.5: Examples of words matched by using BRIEF (pair on the left) and SURF64
descriptors (pair on the right)

2.3 Surveillance Robot Using Raspberry Pi and IoT

Author: Harshitha R, Muhammad Hameem Safwat Hussain, 2018

Traditionally, surveillance systems are installed in every security critical areas. These systems

generally consist of high quality cameras, multiple computers for monitoring, servers for stor-

ing these videos and many security personnel for monitoring these videos. When considered

as a whole, these systems can yield great complexities while installing as well as for their

maintenance. The CCTV camera feeds are only visible in certain locations and they also have

limited range within which these can be viewed. Above all these, the cost of implementations

of these systems is so high that they cannot be installed in every household. The traditional

systems require continuous monitoring by some dedicated personnel which is not possible in

every household. Hiring an unknown person to do so will also raise privacy issues. The CCTV

cameras installed these days also have limited vision because they’re stationary modules. If an

intruder moves away from the field of view of a CCTV camera, it cannot follow or track his

motions.

The solution to all the above issues is to have a surveillance robot which can monitor the

areas where it’s installed and send notifications to the owner when an intrusion happens. It

also allows the user to login to the Raspberry Pi’s webcam from any remote location and view

live feed of whatever is happening in his premises, as demonstrated in 2.6 in support with

dynamics.
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Figure 2.6: Block Diagram of Proposed System

The other advantage of using a microprocessor like Raspberry Pi is that it can be made

into a very handy device. This ensures that we can install this system in any position and in

any part of the house. The camera mounted on the robot can also be turned in any required

direction, in contrast to the stationary one built in the PC. The power consumption is also very

less comparatively. Since the Raspberry Pi runs on 5V DC, it can be easily powered from

a power bank. That helps us achieve an uninterrupted power supply for the system as a low

power consumption rate.

The cost effectiveness and remote control features of the robot allow it to be used easily by

every user.[3]

2.4 Design and Control of a Four-wheeled Omnidirectional

Mobile Robot with steerable Omnidirectional Wheels

Author: Jae-Bok Song and Kyung-Seok Byun, 2004

The authors of the paper talk about different types of Omni-direction wheels such as universal

wheels, ball wheels and even offset wheels. A discussion on the types of bases i.e. the no.of

wheels in a configuration that a system should be designed on is considered. For example

having three wheels in a triangular arrangement will lead to problems when moving up ramps,

so it would be better to go with a 4-wheeled arrangement and so on. The paper also looks to

detail a Variable Footprint mechanism that could adjust wheel arrangements on the fly or the
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use of CVT (continuously variable transmission) to improve motor driving capability instead

of adjusting wheels is also discussed. This particular paper deals with an omnidirectional

robot having omnidirectional wheels drive by a CVT. The robot has 3 Degrees of Freedom

(3DOF) in Motion and 1DOF in steering. The paper goes into great detail as to the structure

of omnidirectional wheel placement and variable wheel placement. Some things to note with

regards to the velocity calculation of the wheels is the fact that the velocity is only calculated in

the current active direction of the wheel’s motion. The active component is directed along the

axis of the roller in contact with the ground while the passive one is perpendicular to the roller

axis. Omnidirectional wheels are fixed relative to the robot body and do not rotate for steering

as the steering can be done by a combination of wheel velocities. The authors from here go

in to a lot of detail to explain the different turning mechanisms that can be implemented using

omnidirectional wheels. The fact the they can have 4DOF allows the wheels to be placed in

such a manner that they can rotate in almost in any direction inducing the movement of the bot

in the necessary direction. The authors also explain an Omni-directional system with offset

wheels. Offset wheels are also called Variable Footprint mechanism wheels. The variable

footprint is achieved by having two beams rotate a pivot point with ball wheels and motors

attached to the ends of the beams. Thai whole mechanism is considered to have 1DOF. The

offset can be changed based on the angle needed by the bot to turn, this allows for motion in all

direction but a lot of complexity is added to the overall system. Motor selection is a key part of

the process and the authors have a detailed this by looking at some specific motor parameters.

Torque of the motor is a of importance and this cannot be achieved through high speed alone.

So the selection of motors capable of CVT for example would enable good torque even at lower

speeds. If a small motor were to be used, then a transmission would need to be created that is

capable of CVT where the gear ratios adjusted to enable good torque delivery..

The main experiment consisted of designing and implementing an omnidirectional bot us-

ing these findings. A bot with dimension of 500mm with a heigh of 420mm was designed by

the authors. The module used 4 wheels with a synchronous steering mechanism implying that

the bot is using CVT in an offset arrangement.

Most of the experiments conducted were translational motion related. The robot was able

to faithfully trace the reference input with the exact steering angl necessary and velocity. Incase

of a circular trajectory both translation and rotational motion are necessary which means there

is motion in the x and z direction. From plots it is clear that the bot is able to trace it relatively

will but there are a few glitches that the bot runs into, but given that the authors were testing a
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Figure 2.7: Block Diagram of Proposed System

prototype there is plenty of room for improvement.[4]

2.5 Mobile Robot Exploration Based on Rapidly-exploring

Random Trees and Dynamic Window Approach

Author: Taiping Zeng, Bailu Si, 2019

Mobile robot exploration is essential for autonomous mobile robots safely and efficiently oper-

ating in many challenging application scenarios such as transportation, inspection, surveillance

and search and rescue ops. The main issue as highlighted by this paper when it comes to ex-

ploration using Rapidly-exploring Random Trees is the fact that as the random tree grows,

mobile robots with limited computing resources will be unable to handle the search and com-

putation of probabilities over large areas. The author has proposed a new technique for the

purpose of exploration by incorporating a sparse, relatively small-size point cloud map. The

RRT-algorithm is made to run on this unordered sparse point map to detect frontier points and

traversible paths.

The main mapping module shown in figure 3.7 consists of the local mapping module, the

RRT-based frontier detection module, a filter model and a Dynamic Window Approach (DWA)

based motion planning module. The local mapping module as shown in figure 3.8 only maps

the nearby environment of the robot. The point clouds obtained from the local mapping mod-

ule are down-sampled to sparse point clouds. By using odometry information, the movement

from previous time step to current time step can be calculated. This is used to transform the

coordinate of the previous local map to the current coordinate of the robot. The next module is

the RRT-based frontier detection which aims to find the frontier points and traversable paths on
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Figure 2.8: Local mapping module

the local point map. In a method similar to the paper where randomized trees are used to search

for unknown locations from the nearest randomly generated point from the point cloud map is

used. The module has a steer function that generates the nearest point from the vertex, this is

then followed by an obstacle checking function which checks for obstacles near Xnearest and

finally a Point cloud check function is used to check if the new point is close to the local point

map.

Frontier filter module is used to reduce the number of frontier points which are extremely

close to each other. It receives frontier points in a clustered manner. The desired frontier point

of each cluster is at the centre of each of the clusters. After selecting the central points the other

frontier points are deleted and the coordinates of the remaining points relative to the robot’s

current location would be the selection criteria akin to a navigation cost.

Finally the DWA module is used. The inputs to the module are the robot pose, the frontier

point and the robot kinematics which contains values of translation and rotational velocities as

well as acceleration of the bot, DWA uses there inputs to calculate a valid velocity search space

and select an optimal velocity for the mobile robot. The DWA module is continuously updated

with pose, obstacles detected and son to keep altering the speed of the bot and ensuring a safe

path is traversed.

The software was implemented in Robot Operating System (ROS). This made it easy to

create modules for each of the functions such as DWA, frontier filtering and local mapping.

These were made into ROS nodes that would publish and subscribe to common ROS topics to
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Figure 2.9: Simulation Results

ensure that information is passed around the system for the functioning of the bot.

The author performed a simulation of the bot in an environment called the zoo as shown in

2.9 and the findings that were reported show that the topological map generated by the simu-

lation as shown in 2.9; has small deviations from the ground truth map but these uncertainties

can be accounted for in odometry as there is some amount of uncertainty involved.

The conclusions drawn by the author showcase a system that generated a semi-metric topo-

logical map in an explored environment. Compared to the ground truth the map captures the

overall layout of the road in the simulation environment. The RRT algorithm online computes

good exploration paths and was able to find desired frontier points and help the robot avoid

obstacles.[5]

2.6 Autonomous Robotic Exploration Based on Multiple Rapidly-

exploring Randomized Trees

Author:Hassan Umari and Shayok Mukhopadhyay, 2017

Efficient robotic navigation requires a predefined map. Various autonomous exploration strate-

gies do exist which direct robots towards unexplored regions or frontiers. Frontiers are bound-

aries that separate known space from unknown space. Usually frontier detection utilizes image

processing tools such as edge detection which limits it to two dimensional exploration. The

authors have devised a new exploration strategy based on the use of Rapidly-exploring Ran-

dom Trees (RRT) as the RRT algorithm is biased towards unexplored regions. RRT is a path

planning algorithm that samples space using randomly generated points. The random points

are used to extend edges in a tree-like structure which consists of nodes and edges. The main
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Figure 2.10: Overall schematic

issue with RRT is the inefficiency it can develop due to the possibility of overlapping occurring

i.e. previously explored areas of the map are revisited. This is where the work of the authors

comes to the fore. Instead of the robot being made to follow a growing RRT-tree physically

in space, the tree is used in the search for frontier points and this search runs independently of

robot movement. The detected points from the search are filtered and queued to be assigned to

the robot. When the point is assigned the robot moves towards the point and the onboard sen-

sors of the robot such as cameras help scan the area and add the region to the map. The overall

exploration strategy is split into three modules; RRT-based frontier module, the filter module

and the task allocator module. By splitting the exploration module, the task allocation module

variables and parameters can be changed without it affecting the frontier detection modules

and vice-versa. Additionally, multiple frontier detection modules can be run simultaneously if

needed as shown in figure 3.10. The Frontier detection module is split into the local frontier

module and the global frontier module. The basic principle driving the implementation is as

follows; the map is represented as an occupancy grid and as the RRT tree grows a point is

reached, that point is considered the frontier point. In the occupancy grid, the unknown region

carries a cell value of -1, so by reading the cell value the cell can be classified either as un-

known, free or occupied. Local Frontier detection works by generating a random vertex in the

vicinity of the robot and then computing the next nearest point which then activates the robot’s

movement till a new point is reached or generated. If the new point is part of an unknown

region it is marked as a frontier point and the generated tree is deleted. This tree deletion is the

main difference between local frontier detection and standard RRT algorithms which is what

global frontier detection is as it extends to all parts of the occupancy grid.

The next important part of the exploration module is the filter module. The filter module

stores multiple points that form clusters and deletes all but the central points of the clusters to

reduce the number of frontier points to optimize the process and improve information gathering

efficiency. The final module is the task allocator module. This works by calculating the param-

eters such as Navigation cost; this specifies the distance to the frontier point; the information

gain, this is calculated by trying to identify the area of the unknown region by counting the
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Figure 2.11: Implementation

number of unknown cells surrounding a frontier point within a user-defined radius. The final

parameter is called revenue which is an amalgamation of the information gain and cost.

The final implementation is done in ROS as shown in figure 3.11 by developing a SLAM

model. The g-mapping package in ROS is used to generate the map and localize the bot. The

local and global frontier detection modules are programmed as ROS nodes in C++ and publish

frontier points to a common ROS topic. The filter subscribes to the topic and publishes filtered

frontier points back. Finally the task allocator node subscribes to the publishing node and

queues the points for exploration.[6]

2.7 MonoRec: Semi-Supervised Dense Reconstruction in Dy-

namic Environments from a Single Moving Camera

Author:Felix Wimbauer, Nan Yang, Lukas von Stumberg, Niclas Zeller, Daniel Cremers,

Technical University of Munich, Artisense, 2021

MonoRec is a semi-supervised monocular dense reconstruction architecture that predicts depth

maps from a single moving camera in dynamic environments. It is based on a multi-view

stereo setting which encodes the information of multiple consecutive images in a cost volume.

To deal with dynamic objects in the scene a Mask Module that predicts moving object masks

by leveraging photometric inconsistencies encoded in the cost volumes. To obtain a 3D view

of any given static or dynamic environment in itself is a key challenge in robotics. To gener-
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ate such an understanding multiple sensors such as LiDARs, RADARs, multi-camera systems

are used which increases the overall complexity and the cost of mapping systems. To alle-

viate the problem there have been two approaches taken to perform 3D reconstruction using

a single moving camera. These two methods are Multi-View stereo methods that have made

improvements through the use of convolutional neural networks (CNNs). The other method

is monocular depth prediction that relies purely on deep learning. Both these systems have

specific advantages as MVS is good at stationary environment reconstruction while Monocu-

lar Depth prediction is thought to be good at reconstructing moving objects as predictions are

based on individual images.

The authors propose a method to combine both forms of single camera 3D reconstruction

techniques into MonoRec. This led to the creation of a MaskModule and a DepthModule

where the MaskModule is able to identify moving pixels and down weights corresponding

voxels in the same cost volume, thereby reducing artefact effects on moving objects. This

allows the prediction of moving object masks that improves depth accuracy and allows for

the elimination of noise in 3D reconstruction. DepthModule predicts a depth map from the

masked cost volume. The MaskModule is setup to use a specific set of cost volumes which

encode geometric priors. However due to various surface types that exist, simple geometric

prior analysis will not be able to classify all Masks, to enhance the process a ResNet-18 pre-

trained model is leveraged. This model is used to encode semantic priors into geometric priors.

The features from different cost-volumes are aggregated using max-pooling and then passed

through the decoder. DepthModule predicts a dense pixel-wise inverse depth map. It uses the

cost volume as is since multi-frame cost volumes in general lead to higher depth accuracy and

robustness against photometric noise. To eliminate any wrong depth predictions for moving

objects, pixel-wise multiplication between the mask of the object and cost volume is performed

for every depth step. A U-net architecture is used to get the depth outputs from the decoder.

The authors have then detailed a set of refinements made to the algorithm to improve the

performance of the system. The system was tested using the KITTI dataset where it out-

performed many existing techniques such as Colmap, MonoDepth2 and PackNet which used

LiDAR, DeepMVS and so on. After these studies were concluded the authors have conducted

ablation studies to determine which components affected the method’s performance.

The authors concluded that by utilizing Structural similarity Index measure instead of Sum

of absolute differences as the photometric measurement to construct the cost volumes; dealing

with dynamic objects using the MaskModule to predict moving object masks and the Depth-
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Module to predict depths, the system is able to achieve a highly accurate depths for static and

dynamic objects. [7]

2.8 Training End-to End steering of a self-balancing Mobile

Robot based on RGB-D Image and Deep ConvNet

Chih-Hung G. Li, Long-Ping Zhou, 2020
In an attempt to build a self-balancing robot mobile robot, en end-to-end autonomous system
was proposed by the authors based on RGB-D imaging and deep learning A deep convolutional
neural network was trained to provided steering commands for direction control, with the key
change to the system being the annotating of depth images with steering angles. An RGB-D
camera is installed on the self-balancing system and is placed 1 feet above the ground and is
used to continuously monitor the environment in front of it. Along with the RGB-D camera,
three rotary encoders are used, two at the wheels and one at the steering. An initial run of the
bot is done manually annotating various steering angles in the depth images taken. A deep
CNN is then used to train the image input for a corresponding angle output for steering. In this
particular setup the camera used is a RealSense D415 which is the main sensor even for our
project hence our search for past projects utilizing such technology. The resolution chosen for
the output is 640*480. Next, given that it is a self-balancing vehicle, changes in the centre of
gravity and the direction of the Centre of gravity make the vehicle accelerate in the direction
to balance itself. Along with ths angular input module for steering is also activated. The main
process is the task formulation which is the vision-guided navigation. This can be divided in
to cornering, path adjustment and obstacle avoidance. Each task can be trained separately and
can be custom built for a specific navigation task. The CNN used tries to cover a depth range
between 0 to 20 m. The main experiment was run on corridor cornering and path adjustment.
The training was done by first annotating angles by using a human operator operato the vehicle
by manually turning corners and the path training was done by depicting arrows to be the
direction in which the robot should move and using the human operator initially to follow the
arrows. A performance analysis was initially conducted on the CNNs capabilities with regards
to cornering and an accuracy of 97 percent was recorded but an overall system accuracy of only
35 percent was recorded. It was a similar situation even in the path adjustment experiment
as only a 23 percent overall accuracy was obtained. The authors have narrowed down the
problem to be with regards to underestimation of weights and significance of handlebar angles
which failed to correctly estimate the heading direction of the robot. This can be improved
however by changing CNNs to better accommodate the underestimation or by updating the
weight associated with the handlebar angles.[8]
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Chapter 3

Design and Implementation

3.1 Introduction

The autonomous droid is so designed to have mainly 2 frameworks. The NodeMCU is con-

nected to sensors which collect the data from the external environment. The Data collected

is then transmitted to the ground station via the internet. This part of the project serves the

purpose of sending the crucial information to the ground station which is used for the profiling

of the environment. With the visual feed from RealSense D415 depth camera, building a map

of an environment and localizing the bot at the same time using ORB-SLAM2 and navigation

is achieved using Collision detection and avoidance.

3.2 Circuit Description

Jetson Nano is a small, powerful computer for embedded applications and AI IoT that delivers

the power of modern AI. NVIDIA® Jetson Nano™ Developer Kit is a small, powerful com-

puter that can run multiple neural networks in parallel for applications like image classification,

object detection, segmentation, and speech processing. All in an easy-to-use platform that runs

in as little as 5 watts.

Figure 3.1: Jetson Nano
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3. Design and Implementation

The robot’s locomotion is achieved by connecting it to wheels. To run the robot, we require

motors. The motors used in this project are 60 rpm BO motors which have ample torque to

carry the whole weight of all the components that are mounted on the robot. We used 2 motors

and wheels to build a 2 wheeled robot which provides stability and proper control of the robot’s

movements.

Figure 3.2: BO Motor

The motor driver contains the H-bridge connection required for bi-directional control of the

motor. This is essential for the robot to achieve all directions of locomotion, namely, forward,

backward, left and right.The power source for the motors is a 12V battery which is supplied

appropriately to the motors using the motor driver. The motor driver is controlled using the

actuating signals from the microprocessor. The motor driver we plan to use in this project is

the L298N. It is a dual motor controller, meaning it can control two motors at the same time.

For controlling 4 motors, we need to connect two motors in parallel to the same slot. It can

provide up to 2 amperes per channel and it is an inexpensive module to use. This board also

features an onboard 12v to 5v regulator, IC 7805, which can be used to power up any board

which requires it.

Figure 3.3: Motor Driver

In case of the power supply a Lipo battery suffices the project requirements. The main

advantages of LiPo battery cells are that they have about four times the energy density of nickel

Dept of E&C, JNNCE, Shimoga July-2022 21



3. Design and Implementation

cadmium or nickel metal hydride batteries. LiPo batteries are very lightweight and pliable, and

can be made to almost any size or shape.

Figure 3.4: Lipo battery

MQ2 is one of the commonly used gas sensors in MQ sensor series. It is a Metal Oxide

Semiconductor (MOS) type Gas Sensor also known as Chemiresistors as the detection is based

upon change of resistance of the sensing material when the Gas comes in contact with the

material. Using a simple voltage divider network, concentrations of gas can be detected.

Figure 3.5: MQ-2 Gas Sensor

The DHT11 is a commonly used Temperature and humidity sensor that comes with a ded-

icated NTC to measure temperature and an 8-bit microcontroller to output the values of tem-

perature and humidity as serial data.

The Intel RealSense D415 has a standard field of view well suited for high accuracy appli-

cations such as 3D scanning. With a rolling shutter on the depth sensor, the D415 offers our

highest depth quality per degree. When accuracy is the most important factor for your solu-

tion, the D415 is the perfect choice. The D415 has a tightly focused field of view, which offers

higher quality depth per degree. Featuring an integrated RGB sensor, the D415 is perfect for

facial authentication, 3D scanning or volumetric capture.
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Figure 3.6: DHT 11 Sensor

Figure 3.7: Intel RealSense Camera

Ubuntu 18.04 LTS is a complete Linux operating system, freely available with both com-

munity and professional support. The ORB-SLAM2, required for the SLAM library, is tested

on the Ubuntu platform. Also ROS Melodic, an optional way to train a SLAM system, is com-

patible with Ubuntu 18.04. Thus Ubuntu on a powerful on-bot controller, say Jetson Nano shall

be used.

Figure 3.8: Ubuntu

Python Interpreter is an interpreted, object-oriented, high-level programming language with

dynamic semantics. Its high-level built-in data structures, combined with dynamic typing and

dynamic binding, make it very attractive for Rapid Application Development, as well as for

use as a scripting or glue language to connect existingcomponents together. The processing of

live feed from RGB-D cameras is intended to be done with a python script.

OpenCV (Open Source Computer Vision Library) is an open source, real-time, optimised

computer vision and machine learning software library.ORB-SLAM2 library uses OpenCV to

manipulate images and features.
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Figure 3.9: Python

Figure 3.10: Open CV2

ROS is an open-source, meta-operating system for your robot. It provides the services

you would expect from an operating system, including hardware abstraction, low-level device

control, implementation of commonly-used functionality, message-passing between processes,

and package management. TheORB-SLAM2 library can be implemented to process the live

input of a monocular, stereo, or RGB-D camera using ROS nodes. Arduino IDE Software

Figure 3.11: Robotic Operating system

The Arduino Integrated Development Environment (IDE) is a cross-platform application (for

Windows, macOS, Linux) that is written in functions from C and C++. It is used to write

and upload programs to Arduino compatible boards, but also, with the help of 3rd party cores,

other vendor development boards Arduino IDE is the software we are using in our project. The

Arduino Integrated Development Environment or Arduino Software(IDE) contains a text editor

for writing code, a message area, a text console, a toolbar with buttons for common functions,

and a series of menus. It connects to the Arduino and Genuino hardware to upload programs

and communicate with them. Various tools used in Arduino IDE are as follows: Verify Checks

the code for errors compiling it. Upload Compiles your code and uploads it to the configured

board. See uploading below for details. New Creates a new sketch. Open presents a menu

of all the sketches in your sketchbook. Clicking one will open it within the current window
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overwriting its content. Save saves your sketch. Serial Monitor Opens the serial monitor. Intel

Figure 3.12: Arduino IDE

RealSense SDK 2.0 It is a cross-platform library for Intel RealSense depth cameras (D400

,L500 series and the SR300) and the T265 tracking camera. The SDK allows depth and color

streaming and provides intrinsic and extrinsic calibration information. The library also offers

synthetic streams (point cloud, depth aligned to color, and vice-versa), and built-in support for

record and playback of streaming sessions. The v2 Pi NoIR has a Sony IMX219 8-megapixel

Figure 3.13: Intel RealSense

sensor (compared to the 5-megapixel OmniVision OV5647 sensor of the original camera).

The Pi NoIR gives you everything the regular Camera Module offers, with one difference:

it does not employ an infrared filter. (NoIR = No Infrared filter.) This means that pictures you

take by daylight will look decidedly curious, but it gives you the ability to see in the dark with

infrared lighting.

Figure 3.14: Raspberry Pi Camera Module 2 NoIR
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3.3 Implementation

3.3.1 SLAM implementation

Robots too need help from maps, just like the rest of us, to go around. GPS isn’t sufficiently ac-

curate enough outdoors because precision within a few inches is required to move about safely.

Instead they rely on what’s known as simultaneous localization and mapping, or SLAM, to dis-

cover and map their surroundings. Using this map they plan a path and navigate autonomously.

SLAM is the computational problem of constructing or updating a map of an unknown

environment while simultaneously keeping track of an agent’s location within it. This initially

appears to be a chicken-and-egg problem, but there are several algorithms known for solving it,

at least approximately, intractable time for certain environments. 3.15 shows a point cloud map

of a desk built using this approach Broadly speaking, there are two types of technology compo-

Figure 3.15: Point cloud map of a desk in a room obtained by implementing SLAM

nents used to achieve SLAM. The first type is sensor signal processing, including the front-end

processing, which is largely dependent on the sensors used. The second type is pose-graph

optimization, including the back-end processing, which is sensor-agnostic. Visual SLAM (or

vSLAM) uses images acquired from cameras and other image sensors. Visual SLAM can use

simple cameras (wide angle, fish-eye, and spherical cameras), compound eye cameras (stereo

and multi cameras), and RGB-D cameras (depth and ToF cameras).

Depth cameras are cameras which can see not only the 2D details of a scene but can calcu-

late how far away from the camera every pixel is. Stereoscopic cameras like Intel’s RealSense

D400 series take two images from the two sensors on the camera, which have slightly differ-
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ent points of view and compare them. The shift between the same points in both images can

be used to determine depth. We decided to go with RealSense D415 based on preliminary

background analysis against other stereo cameras, because D415 is based on RealSense D415

vision module which means the imagers, emitters, and RGB are on one compute board, or

stiffener, making calibration much easier. Real Sense D415 has an approximately 65° field of

view (FOV), a rolling shutter, has two-megapixel images, uses a vision processor to provide

RGB-D data over USB 3.1, and has a maximum depth resolution of 1280 x 720.

Visual SLAM algorithms can be broadly classified into two categories. Sparse methods

match feature points of images and use algorithms such as PTAM and ORB-SLAM. Dense

methods use the overall brightness of images and use algorithms such as DTAM, LSD-SLAM,

DSO, and SVO. ORB-SLAM (GPLv3 licensed) is a versatile and accurate SLAM solution for

Monocular, Stereo and RGB-D cameras. It is able to compute in real-time the camera trajectory

and a sparse 3D reconstruction of the scene in a wide variety of environments, ranging from

small hand-held sequences of a desk to a car driven around several city blocks. It is able to

close large loops and perform global relocalisation in real-time and from wide baselines. It

includes an automatic and robust initialization from planar and non-planar scenes. Figure 2.5

shows the demo of ORB-SLAM2 for RGB-D cameras.

Figure 3.16: shows the demo of ORB-SLAM2 for RGB-D cameras

ORB-SLAM2 provides a GUI to change between a SLAM Mode and Localization Mode:

SLAM Mode: This is the default mode. The system runs in parallel three threads: Tracking,

Local Mapping and Loop Closing. The system localizes the camera, builds a new map and tries

to close loops. Localization Mode: This mode can be used when you have a good map of your

working area. In this mode the Local Mapping and Loop Closing are deactivated. The system

localizes the camera in the map (which is no longer updated), using relocalization if needed.
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Figure 2.6 shows the ORB-SLAM2 viewer. We decided to go with RGB-D-ORB-SLAM due

to the advantages it offers against other algorithms. We shall run the SLAM system in the

TUM dataset as RGB-D SLAM using data provided by Intel’s RealSense Camera. Processing

the live feed from an RGB-D camera shall either be with a python/C++ script or by running a

ROS stereo node. This processing shall be on the NVIDIA Jetson Nano 7.2.3

Figure 3.17: An ORB-SLAM2 API interface

3.3.2 Navigation Part

SLAM stands for Simultaneous Localization and Mapping. The idea behind using this system

is to create a fully autonomous system capable of mapping its surroundings and knowing its

own location. The sse ORB-SLAM2 was intended for the following reasons:

1. It works in real time and can be run on standard CPUs.

2. It has slightly more accuracy than RTABMAP

RealSense D415 camera in conjunction with the ORB-SLAM2 package in ROS Melodic will

be used to perform SLAM. The system configuration will be as follows:

1. Jetson Nano 4GB

2. RealSense D415

3. RPi cam V2

4. SD Card 32GB to start of with

5. Ubuntu 18.04.5 LTS

6. ROS Melodic install
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ORB-SLAM2 works on the principle of Loop Closure detection. Loop closure detection is the

process of detecting whether an agent has returned to a previously visited location. Next comes

the localization. This is achieved by using the formula below:

Where fx is the horizontal focal length, b is the baseline and d is the depth value.

These parameters are used to get a virtual right coordinate.To run the above package on the Jet-

son development board we will write a script that allows us to call only specific ROS publishing

nodes from the ORB-SLAM2 package such as the point Cloud and localization topics. Up to

this point, the entire system will remain static and only the camera will be moved to generate

small maps and to test the speed of processing on the development board. To test SLAM in a

mobile environment we plan on building a rover that combines the SLAM package with Move-

base. The idea of an autonomously navigating bot hinges on the fact that it is able to detect

or find places which it previously hasn’t been to. This can be done by implementing Rapidly

Exploring Random Trees. Using the ROS package rrt-exploration we can detect frontier points

by subscribing to the topic ‘frontiers’, values can be published to move-base-node to drive the

bot’s wheels. As this is happening, the map of the surroundings is created by ORB-SLAM2.

By setting a threshold in the topic that publishes distances to objects by publishing the value

of the depth node to move-base, we can control the motion of the bot to avoid collisions. The

final objective is collision avoidance. There is a split the SLAM and collision avoidance due

to the fact that the overall processing will be slow when performing SLAM thus slowing down

the bot. So, purposefully there is a separate system based on a single Raspberry Pi camera with

a Field of View of 105 degrees to enable the bot to avoid collisions.

Frist the datasets are created, where two states are considered. The first state is considered

to be “free”; in this state, there are no objects in the vicinity of the camera, picture below. The

next state we consider is the blocked state. This will be considered as follows: The picture

below illustrates an example of the camera on the bot observing a “blocked” state. Once these

states have been identified. A model is built using ResNet-18 which is part of the TensorFlow

library made available by google. By identifying when the path is blocked and when it is open,

we can generate values that correspond to the distance to the object in view as a probability. If

say the probability of the bot being blocked is greater than 50 percent, then we move the bot

away from the object and continue.
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Figure 3.18: Free State

Figure 3.19: Safe zone for the Bot to operate in

Figure 3.20: Blocked state
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Figure 3.21: ResNet block of 2 and 3 layers respectively

Figure 3.22: The Process for collision avoidance
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3.3.3 Work flow of sensor embedded module

The NodeMCU is the secondary brain to which sensors whose purpose is to collect the envi-

ronmental data like temperature, humidity, etc.and sends it to the user via the internet.

1. All sensors and Node MCU were integrated and created a PCB board

2. Database was created using mySQL in myphpadmin

3. Website was hosted in 000webhost server(open-source version)currently using 2 php les

to host the website

Two sensors namely MQ2 and DHT11 sensors are connected to the Node MCU.They collect

the data from the surrounding environment and gives it to the Node MCU.Later the collected

data are stored in mySQL database. Then those datas are published in the hosted website.Code

flow of the Node MCU is given below.

Figure 3.23: Code flow sensor embedded module
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Results and Discussions

We ran this project initially on ORB-SLAM2 but ended up running into many problems mainly

with regards to rendering and loop closure detection due to compatibility issues with dependen-

cies, specifically DBoW2 and Eigen3. Due to these issues, we switched to using RTABMAP,

which stands for Real Time Appearance Based Mapping and utilizes Loop Closure detection

to perform localization. Below are images that we obtained from the onboard camera upon

performing Loop Closure. detection successfully.

Figure 4.1: Loops detected and closed using RealSense D415 on a Jetson Nano

We were able to generate a complete map of the surrounding sand localize the camera when

attached to the Jetson running ROS as showcased below.

Using the D415 in tandem with the Sony IMX219 sensor that is integrated in the raspberry

pi camera module, we were able to generate 3D maps and perform SLAM as shown in the

below image where a 3D point map of the environment that the bot was navigating in was

generated.

We were able to successfully generate voxel maps of the environment and achieved SLAM

as show in the below images of the RTABMAP GUI:

We also successfully managed to generate outputs at the collision avoidance stack which

we used instead of move-base stack in ROS and got the following outputs when in free state.
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Figure 4.2: Slight difference in the number of loops detected as the camera has fewer
features to identify and close loops

Figure 4.3: Map of the surroundings with position localized

Figure 4.4: 3D point map of the environment generated by the bot
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Figure 4.5: SLAM in progress with 3D point cloud, loop closure detection and visual
odometry values being compared to achieve loop closure

Figure 4.6: Voxel Cloud rendering using Rviz from a subscribed topic in the RTABMAP
nod

Figure 4.7: Initialized camera
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Finally, our embedded system for environment monitoring was able to generate good read-

ings using the MQ2 gas sensor and the DHT11 humidity sensor. We were able to integrate all

of these systems onto a single bot and generate a live data feed along with the location of the

bot using the internet.

Figure 4.8: An image of live data(temperateness and humidity) from bot sensors

Figure 4.9: Final prototype of our project
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Chapter 5

Conclusion and future work

The project serves the purpose of mapping the environments which are not accessible or not

safe for humans. Surveillance of such places would be one of the main applications of this

project. Surveillance is the process of gathering the information. Although these systems have

been available for a while, there are few systems out there which can map and create 3D models

of the whole environment. Our bot’s main motive lies in the fact to map the surrounding area.

This ability to make the map of the surroundings forms the basis for security application. The

bot is internet enabled making it suitable for the application of IoT. It can be used for dynamic

supervision. This bot can be utilized in the remote monitoring of high risk/hazardous industrial

environments. Direct human intervention to such places like the radioactive sites will cause

adverse effects to the human itself. Embedding the bot with required appropriate sensors gives

it an upper hand in the remote analysis. This bot can be used to surevy construction sites

remotely and help rectify any build errors encountered. This bot is a technology demonstration

in trying to reduce the computing necessary to run SLAM algorithms and to help push mapping

technology towards smaller devices that can be utilized in all sorts of environments from sewers

to water pipes, aerial navigation to navigation underwater.
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Chapter 7

Appendix-B

Arduino code for bot navigation part:

/ / a r d u i n o = s e r i a l . S e r i a l ( p o r t = ’COMx’ , b a u d r a t e =9600)

/ / a r d u i n o . w r i t e ( )

/ / a r d u i n o . c l o s e ( )

# d e f i n e a1 4

# d e f i n e a2 5

# d e f i n e b1 6

# d e f i n e b2 7

# d e f i n e s1 9

# d e f i n e s2 10

i n t cmd = 0 ;

vo id s e t u p ( ) {

S e r i a l . b e g i n ( 9 6 0 0 ) ;

pinMode ( a1 , OUTPUT ) ;

pinMode ( a2 , OUTPUT ) ;

pinMode ( b1 , OUTPUT ) ;

pinMode ( b2 , OUTPUT ) ;

pinMode ( s1 , OUTPUT ) ;

pinMode ( s2 , OUTPUT ) ;

}

vo id loop ( ) {

a n a l o g W r i t e ( s1 , 2 5 5 ) ;

a n a l o g W r i t e ( s2 , 2 5 5 ) ;
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i f ( S e r i a l . a v a i l a b l e ( ) > 0){

cmd = S e r i a l . r e a d ( ) ;

S e r i a l . p r i n t l n ( cmd ) ;

i f ( cmd == ’S ’ ) s t o p ( ) ;

e l s e i f ( cmd == ’F ’ ) { f o r w a r d ( ) ; d i g i t a l W r i t e ( 1 3 , HIGH ) ; }

e l s e i f ( cmd == ’B ’ ) { backward ( ) ; d i g i t a l W r i t e ( 1 3 , LOW) ; }

e l s e i f ( cmd == ’R ’ ) r i g h t ( ) ;

e l s e i f ( cmd == ’L ’ ) l e f t ( ) ;

}

}

vo id s t o p ( ) {

d i g i t a l W r i t e ( a1 , LOW) ;

d i g i t a l W r i t e ( a2 , LOW) ;

d i g i t a l W r i t e ( b1 , LOW) ;

d i g i t a l W r i t e ( b2 , LOW) ;

}

vo id f o r w a r d ( ) {

d i g i t a l W r i t e ( a1 , HIGH ) ;

d i g i t a l W r i t e ( a2 , LOW) ;

d i g i t a l W r i t e ( b1 , HIGH ) ;

d i g i t a l W r i t e ( b2 , LOW) ;

}

vo id backward ( ) {

d i g i t a l W r i t e ( a1 , LOW) ;

d i g i t a l W r i t e ( a2 , HIGH ) ;

d i g i t a l W r i t e ( b1 , LOW) ;

d i g i t a l W r i t e ( b2 , HIGH ) ;

}

vo id r i g h t ( ) {

d i g i t a l W r i t e ( a1 , HIGH ) ;

d i g i t a l W r i t e ( a2 , LOW) ;

Dept of E&C, JNNCE, Shimoga July-2022 48



7. Appendix-B

d i g i t a l W r i t e ( b1 , LOW) ;

d i g i t a l W r i t e ( b2 , LOW) ;

}

vo id l e f t ( ) {

d i g i t a l W r i t e ( a1 , LOW) ;

d i g i t a l W r i t e ( a2 , LOW) ;

d i g i t a l W r i t e ( b1 , HIGH ) ;

d i g i t a l W r i t e ( b2 , LOW) ;

}

Arduino code for interfacing DHT11 temperature sensor and MQ2 gas sensor:

# i n c l u d e <ESP8266HTTPClient . h>

# i n c l u d e <ESP8266WiFi . h>

# i n c l u d e < W i F i C l i e n t . h>

# i n c l u d e "DHT. h "

# d e f i n e DHTTYPE DHT11

W i F i C l i e n t c l i e n t ;

# d e f i n e d h t _ d p i n 0

DHT d h t ( dh t_dp in , DHTTYPE ) ;

c o n s t c h a r * s s i d = "GSS " ;

c o n s t c h a r * password = " s h r e y a g s " ;

c o n s t c h a r * serverName =

" h t t p : / / b −22.000 webhos tapp . com / / pos t − d a t a . php " ;

S t r i n g apiKeyValue = " * 4 56 78 9# " ;

S t r i n g sensorName = "DHT11 " ;

S t r i n g s e n s o r L o c a t i o n = " C o l l e g e " ;

vo id s e t u p ( )

{

S e r i a l . b e g i n ( 1 1 5 2 0 0 ) ;

d h t . b e g i n ( ) ;
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WiFi . b e g i n ( s s i d , password ) ;

S e r i a l . p r i n t l n ( " C o n n e c t i n g t o t h e Wif i Network " ) ;

w h i l e ( WiFi . s t a t u s ( ) != WL_CONNECTED)

{

d e l a y ( 5 0 0 ) ;

S e r i a l . p r i n t ( " . " ) ;

}

S e r i a l . p r i n t l n ( " " ) ;

S e r i a l . p r i n t ( " WiFi i s Connec ted a t t h i s IP Address : " ) ;

S e r i a l . p r i n t l n ( WiFi . l o c a l I P ( ) ) ;

}

vo id loop ( )

{

f l o a t hum = d h t . r e a d H u m i d i t y ( ) ;

f l o a t temp = d h t . r e a d T e m p e r a t u r e ( ) ;

f l o a t Ftemp= ( 9 / 5 ) * temp + 3 2 ;

S e r i a l . p r i n t ( " Humidi ty : − " ) ;

S e r i a l . p r i n t l n ( hum ) ;

S e r i a l . p r i n t ( " Tempera tu r e : − " ) ;

S e r i a l . p r i n t l n ( temp ) ;

S e r i a l . p r i n t ( " Tempera tu r e i n F a r e n h e i t : − " ) ;

S e r i a l . p r i n t l n ( Ftemp ) ;

i f ( WiFi . s t a t u s ( )== WL_CONNECTED)

{

HTTPClient h t t p ;

h t t p . b e g i n ( c l i e n t , serverName ) ;

h t t p . addHeader ( " Conten t −Type " , " a p p l i c a t i o n / x−www−form − u r l e n c o d e d " ) ;

S t r i n g h t t p R e q u e s t D a t a =

" a p i _ k e y =" + apiKeyValue +

"& S e n s o r D a t a =" + sensorName

+ "& L o c a t i o n D a t a =" + s e n s o r L o c a t i o n
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+ "& v a l u e 1 =" + hum + "& v a l u e 2 =" + temp +

"& v a l u e 3 =" + Ftemp + " " ;

S e r i a l . p r i n t ( " h t t p R e q u e s t D a t a : " ) ;

S e r i a l . p r i n t l n ( h t t p R e q u e s t D a t a ) ;

i n t h t t pResponseCode = h t t p . POST( h t t p R e q u e s t D a t a ) ;

i f ( h t tpResponseCode >0)

{

S e r i a l . p r i n t ( " HTTP Response code : " ) ;

S e r i a l . p r i n t l n ( h t t pResponseCode ) ;

}

e l s e

{

S e r i a l . p r i n t ( " E r r o r code : " ) ;

S e r i a l . p r i n t l n ( h t t pResponseCode ) ;

}

h t t p . end ( ) ;

}

e l s e

{

S e r i a l . p r i n t l n ( " WiFi D i s c o n n e c t e d " ) ;

}

d e l a y ( 1 0 0 0 ) ;

}
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code related to web hosting:

index.php

<!DOCTYPE html >

<html >

< header >

< s c r i p t >

s e t T i m e o u t ( f u n c t i o n ( ) {

window . l o c a t i o n . r e l o a d ( 1 ) ;

} , 1 5 0 0 ) ;

</ s c r i p t >

</ header >

<body >

<?php

$se rve rname = " l o c a l h o s t " ;

$dbname = " i d 1 8 8 7 3 1 4 9 _ e s p _ d a t a " ;

$username = " i d 1 8 8 7 3 1 4 9 _ e s p h t 1 " ;

$password = "Bcpk@>&&kr78 ^8Oz " ;

$conn = new mys q l i ( $se rvername , $username , $password , $dbname ) ;

i f ( $conn −> c o n n e c t _ e r r o r ) {

d i e ( " C o n n e c t i o n f a i l e d : " . $conn −> c o n n e c t _ e r r o r ) ;

}

$ s q l = "SELECT id , SensorData , L oc a t i o nD a t a , va lue1 , va lue2 , va lue3 , va lue4 , r e a d i n g _ t i m e FROM ESPData ORDER BY i d DESC " ;

echo ’< t a b l e c e l l s p a c i n g ="5" c e l l p a d d i n g ="5" >

< t r >

<td >ID </ td >
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<td > SensorData < / td >

<td > L o ca t i on Da ta < / td >

<td >Humidity < / td >

<td > Tempera tu r e ( < sup >o </ sup >C) < / td >

<td > Tempera tu r e ( < sup >o </ sup >F ) < / td >

<td >Gas Conc . < / td >

<td >Timestamp </ td >

</ t r > ’ ;

i f ( $ r e s u l t = $conn −> query ( $ s q l ) ) {

w h i l e ( $row = $ r e s u l t −> f e t c h _ a s s o c ( ) ) {

$row_id = $row [ " i d " ] ;

$ row_SensorData = $row [ " S e n s o r D a t a " ] ;

$ row_Loca t ionDa ta = $row [ " L o c a t i o n D a t a " ] ;

$ row_va lue1 = $row [ " v a l u e 1 " ] ;

$ row_va lue2 = $row [ " v a l u e 2 " ] ;

$ row_va lue3 = $row [ " v a l u e 3 " ] ;

$ row_va lue4 = $row [ " v a l u e 4 " ] ;

$ r o w _ r e a d i n g _ t i m e = $row [ " r e a d i n g _ t i m e " ] ;

echo ’< t r >

<td > ’ . $row_id . ’ </ td >

<td > ’ . $ row_SensorData . ’ </ td >

<td > ’ . $ row_Loca t ionDa ta . ’ </ td >

<td > ’ . $ row_va lue1 . ’ </ td >

<td > ’ . $ row_va lue2 . ’ </ td >

<td > ’ . $ row_va lue3 . ’ </ td >

<td > ’ . $ row_va lue4 . ’ </ td >

<td > ’ . $ r o w _ r e a d i n g _ t i m e . ’ </ td >

</ t r > ’ ;

}

$ r e s u l t −> f r e e ( ) ;
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}

$conn −> c l o s e ( ) ;

?>

</ t a b l e >

</ body >

</ html >
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post-data.php

<?php

$se rve rname = " l o c a l h o s t " ;

$dbname = " i d 1 8 8 7 3 1 4 9 _ e s p _ d a t a " ;

$username = " i d 1 8 8 7 3 1 4 9 _ e s p h t 1 " ;

$password = "Bcpk@>&&kr78 ^8Oz " ;

$ a p i _ k e y _ v a l u e = " * 45 67 8 9# " ;

$ a p i _ k e y = $Senso rDa ta = $ L o c a t i o n D a t a = $ v a l u e 1

= $ v a l u e 2 = $ v a l u e 3 = $ v a l u e 4 = " " ;

i f ( $_SERVER [ "REQUEST_METHOD" ] == "POST " ) {

$ a p i _ k e y = t e s t _ i n p u t ( $_POST [ " a p i _ k e y " ] ) ;

i f ( $ a p i _ k e y == $ a p i _ k e y _ v a l u e ) {

$Senso rDa ta = t e s t _ i n p u t ( $_POST [ " S e n s o r D a t a " ] ) ;

$ L o c a t i o n D a t a = t e s t _ i n p u t ( $_POST [ " L o c a t i o n D a t a " ] ) ;

$ v a l u e 1 = t e s t _ i n p u t ( $_POST [ " v a l u e 1 " ] ) ;

$ v a l u e 2 = t e s t _ i n p u t ( $_POST [ " v a l u e 2 " ] ) ;

$ v a l u e 3 = t e s t _ i n p u t ( $_POST [ " v a l u e 3 " ] ) ;

$ v a l u e 4 = t e s t _ i n p u t ( $_POST [ " v a l u e 4 " ] ) ;

$conn = new mys q l i ( $se rvername , $username , $password , $dbname ) ;

i f ( $conn −> c o n n e c t _ e r r o r ) {

d i e ( " C o n n e c t i o n f a i l e d : " . $conn −> c o n n e c t _ e r r o r ) ;

}

$ s q l = "INSERT INTO ESPData

( SensorData , L oc a t i o nD a t a , va lue1 ,

va lue2 , va lue3 , v a l u e 4 )

VALUES ( ’ " . $Senso rDa ta . " ’

, ’ " . $ L o c a t i o n D a t a . " ’ ,

’ " . $ v a l u e 1 . " ’ , ’ " . $ v a l u e 2 .

" ’ , ’ " . $ v a l u e 3 . " ’ , ’ " . $ v a l u e 4 . " ’ ) " ;
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i f ( $conn −> query ( $ s q l ) === TRUE) {

echo "New r e c o r d c r e a t e d s u c c e s s f u l l y " ;

}

e l s e {

echo " E r r o r : " . $ s q l . "< br >" . $conn −> e r r o r ;

}

$conn −> c l o s e ( ) ;

}

e l s e {

echo " Wrong API Key " ;

}

}

e l s e {

echo "No d a t a p o s t e d HTTP POST . " ;

}

f u n c t i o n t e s t _ i n p u t ( $ d a t a ) {

$ d a t a = t r i m ( $ d a t a ) ;

$ d a t a = s t r i p s l a s h e s ( $ d a t a ) ;

$ d a t a = h t m l s p e c i a l c h a r s ( $ d a t a ) ;

r e t u r n $ d a t a ;

}
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SQL command for creating database

CREATE TABLE ESPData (

i d INT ( 6 ) UNSIGNED AUTO_INCREMENT PRIMARY KEY,

S e n s o r D a t a VARCHAR( 3 0 ) NOT NULL,

L o c a t i o n D a t a VARCHAR( 3 0 ) NOT NULL,

v a l u e 1 VARCHAR( 1 0 ) ,

v a l u e 2 VARCHAR( 1 0 ) ,

v a l u e 3 VARCHAR( 1 0 ) ,

r e a d i n g _ t i m e TIMESTAMP DEFAULT

CURRENT_TIMESTAMP ON UPDATE CURRENT_TIMESTAMP

)
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ABSTRACT

I am submitting this report on a major project I have worked on and completed , which is GSM

based Dam monitoring system. An autonomous flood gate system has been proposed and

developed in this project that will be able to open and close gates automatically. This system is

capable of sensing drain water and tidal water, it controls the pump to irrigate excessive water

and DC motors are also used to control the movement of dam gates. In this project by using

Microcontroller to control all the operations regarding the level of water in the dam is done.

Arduino UNO used as a controller, it controls the level of Water in dam and sends message to

the user through GSM Technology. By using this project, we can avoid wastage of water and

can reduce the man power for continuous monitoring the water level in the dams.
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Chapter 1

COMPANY PROFILE

TECH AMPLITUDE was formed by professionals with formal qualifications and industrial

experience in the field of embedded systems, real-time software and process control.

Services offered: Embedded Development: Commercial and Educational projects on IoT

and Robotics. Training, Mentorship and Internships on mentioned domains.

Software Development:

• Development related to commercially used software such as billing, human resource

management, inventory management.

• Development of web applications and designing of web pages for small scale and largescale

businesses.

• Trainings internship in the field of web development, machine learning, python and

other programming languages.
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Chapter 2

AIM OF THE INTERNSHIP

UNDERTAKEN

The aim of the internship is to gain knowledge on Embedded systems IoT and apply

the knowledge and skills acquired on real world projects such as Bluetooth control

robot using Arduino with obstacle detection, Underground cable fund detection using

Bluetooth, Arduino based LPG leakage detector with buzzer indication, IoT based Home

Automation, IoT based Agricultural robot and many more.

Worked on a major project named GSM based Dam monitoring system. Dams have been

used in many purposes since long time by mankind. Power has been generated through

flow of water in dam and the water stored in dam for a whole year has been used for

irrigation and drinking purposes. This project is based on automating the dam functions

based on controlling the various parameters such as level and flow of water with real

time implementation of gate control using Arduino.
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Chapter 3

INTRODUCTION

Dams are the major sources of water supply to cities, they also play a vital role in flood

control and can assist river navigation. Most of the dams are built to serve more than

one purpose and their benefits are manifold. Generally, the dams are monitored through

traditional surveillance techniques and the water management except the monitoring of

level of water in some of the dams which is automatized.

The global system for mobile communication (GSM) is used worldwide for continuous

monitoring, controlling and alerting of dam water level. This advance technology uses

short message services (SMS) to directly control and monitor the opening and closing of

the shutter in dam. Through the SMS this system alerts the people staying nearby places

about the rise in water level. Temperature sensor, sense the changes in atmospheric

temperature and take up appropriate measure like relieving the excess water in dam

for irrigation purpose in seasons. This project gives a detailed model of the system

which senses the changes like temperature and water level difference using sensors, and

overflow detection using GSM technology.
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Chapter 4

THEORETICAL BACKGROUND

In this chapter Theoretical background of Embedded system, Microcontroller, GSM

Technology and sensors is discussed.

4.1 Embedded system

An Embedded System is an integrated system which is formed as a combination of

computer hardware and software for a specific function. This is the system which works

independently or attached to a larger system to work on few specific functions. It can

also work without human intervention or with a little human intervention.

4.1.1 Characteristics of Embedded system

a. Performs specific tasks: It performs some specific function or tasks.

b. Low cost: Its price is not expensive.

c. Time specific: It performs the task within certain amount of time.

d. Low Power: It doesnâĂŹt need more power to operate.

e. High Efficiency: Its efficiency level is high.

f. Minimal User Interface: It requires less User Interface and easy to use.

g. Less Human intervention: It requires no human intervention or very less human

intervention.

h. Highly stable: The system will not change frequently by maintaining stability.

i. High Reliability: The system is highly reliable which performs the task consistently

well.
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4.1.2 Top Embedded Programming Languages

Embedded systems can be programmed using different programming languages like

Embedded C, Embedded C++, Embedded Java, Embedded Python. However, it entirely

depends on the developer to use which programming language for the development of

the embedded system.

4.2 Microcontroller

A microcontroller is a small and low-cost microcomputer, which is designed to perform

the specific tasks of embedded systems like displaying microwave’s information, receiving

remote signals, etc. The general microcontroller consists of the processor, the memory

(RAM, ROM, EPROM), Serial ports, peripherals (timers, counters), etc.

Arduino Board The ARDUINO is a low-power, high-performance CMOS 8-bit Arduino

microcontroller with 8K bytes of in-system programmable Flash memory. The device is

manufactured using AtmelâĂŹs high-density non-volatile memory technology and is

compatible with the industrystandard 80C51 instruction set and pin out. The on-chip

Flash allows the program memory to be reprogrammed in-system or by a conventional

non-volatile memory programmer. By combining a versatile 8-bit CPU with in-system

programmable Flash on a monolithic chip, the Atmel ARDUINO is a powerful Arduino

microcontroller which provides a highly-flexible and costeffective solution to many embedded

control applications. Figure 1 shows the Arduino Board

Figure 4.1: Arduino Board

The ARDUINO provides the following standard features: 8K bytes of Flash, 256 bytes

of RAM, 32 I/O lines, Watchdog timer, two data pointers, three16-bit timer/counters, a

six-vector two-level interrupt architecture, a full duplex serial port, on-chip oscillator,

and clock circuitry. The on-chip Flash allows the program memory to be reprogrammed

in system or by a conventional non-volatile memory programmer
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4.3 GSM Technology

Global system for mobile communication (GSM) is a globally accepted standard for

digital cellular communication. GSM is the name of a standardization group established

in 1982 to create a common European mobile telephone standard that would formulate

specifications for a pan-European mobile cellular radio system operating at 900 MHz.

The GSM specifications define the functions and interface requirements in detail but do

not address the hardware. The GSM network is divided into three major systems: the

switching system (SS), the base station system (BSS), and the operation and support

system (OSS). Figure 2 shows the basic GSM Network elements.

Figure 4.2: GSM network

GSM Modem

A GSM modem is a wireless modem that works with a GSM wireless network. A

wireless modem behaves like a dial-up modem. The main difference between them is

that a dial-up modem sends and receives data through a fixed telephone line while a

wireless modem sends and receives data through radio waves

4.4 Sensors

A sensor is a device that detects and responds to some type of input from the physical

environment. The specific input could be light, heat, motion, moisture, pressure, or any
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one of a great number of other environmental phenomena. The output is generally a

signal that is converted to human-readable display at the sensor location or transmitted

electronically over a network for reading or further processing

4.4.1 Characteristics of Sensors

A good sensor should have following characteristics i.High Sensitivity: Sensitivity

indicates how much the output of the device changes with unit change in input (quantity

to be measured). ii.Linearity: The output should change linearly with the input. iii.

High Resolution: Resolution is the smallest change in the input that the device can

detect. iv.Less Noise and Disturbance. v.Less power consumption.

4.4.2 Classification of Sensors

a.Active Sensor: This sensor requires an external source of power (excitation voltage)

that provides the majority of the output power of the signal.

b.Passive Sensor: The output power is almost entirely provided by the measured signal

without an excitation voltage

Dept of E&C, JNNCE, Shimoga July-2022 7



Chapter 5

DETAILS OF THE WORK CARRIED

OUT

In this chapter details of the work carried out during project preparation which includes

details of software tools used, system design and Implementation, working and result

obtained is discussed.

5.1 Details of Software tools used

a.Embedded C Programming Embedded C is one of the most popular and most commonly

used Programming Languages in the development of Embedded Systems. It is perhaps

the most popular languages among Embedded Programmers for programming Embedded

Systems. There are many popular programming languages like Assembly, BASIC, C++,

Python etc. that are often used for developing Embedded Systems but Embedded C

remains popular due to its efficiency, less development time and portability.

b.Arduino IDE Compiler The Arduino IDE is a cross-platform application written in

Java, and is derived from the IDE for the Processing programming language and the

Wiring project. It includes a code editor with features such as syntax highlighting, brace

matching, and automatic indentation, and is also capable of compiling and uploading

programs to the board with a single click. This IDE comes with a C/C++ library called

"Wiring", which makes many common input/output operations much easier. Arduino

programs are written in C/C++

5.2 System design and Implementation

Figure 3 shows the block diagram of the GSM based Dam monitoring system. It shows

overall view of the system. Arduino uno is employed as the processor with 9V AC
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power supply. Water level sensor used to detect water level as well as DC motor along

with gear rack system is implemented in the system to open or closed gates. A level

sensor to identify the water level of a dam and that should be giving information to the

corresponding authority people by using a GSM modem.

Figure 5.1: Arduino Board

The basic operation of control unit is the controlling water pump by Arduino which is

programmed by particular program. Water pump are connected with an output pin of

Arduino via a relay circuit which is connected with a transistor. A water level sensor will

monitor the level of the liquid. Depending on the need, it can be configured to perform

a variety of functions for different situations. They could be used to provide feedback

on water level, they can be used to control circuits that operate different components and

they can be used to send an alarm signal and given information via GSM.

5.3 Working

Initially the level of water data is got using sensors. The sensors are interfaced with a

micro controller which transfers the data to a local base station using far field/near field

communication. In this stage dealing with transferring the data at shorter distances is

done i.e., at a local base station. The distance might range from few hundred meters to

one or two kilometres. The short data transfer modules like Bluetooth are interfaced with

the Arduino and used to transfer the data. In this stage by working on transferring the
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data to long distances of order of several hundred kilometres. These helps in gathering

the data from all the nodes to a central base station which in turn reads the data and send

the commands based on it.

The proposed idea has been implemented using short range communication sensors

and Arduino micro controller. The first stage of the implementation which involves

determining the level of water using water level sensors. The water level sensor is

mounted on the top of a water container which determines the distance between the

top of the container and the surface of the water. If the distance goes below a certain

point, it indicates that the water level in the container has exceeded optimum level.

Figure 5.2: flow chart

Figure 4 shows the flowchart of the proposed system. The starting conditions all the

values are reset. The water level sensor is to sense the water level in the dam. If the dam

is not to be filled, the gate valve remains in closed position. Otherwise, if the dam water

level increases beyond the limit, signal will be sent to GSM. The message was sent to

the person and gate valves will opens automatically. After that process it again reset the

values and repeats the process.
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5.4 Output obtained

figure 5.3 shows the Dam monitoring system model. This proposed automated mechanism

of water level monitor, control and alerting system using GSM in dams and irrigation

system is based on season change which reduces the wastage, ensure efficient use of

available water resources and generates more precise and accurate results. There is no

requirement of human laborers for monitoring the level of water. By increasing the

number of level sensors the dam gated can be opened or closed whenever necessary

knowing the accurate level of water

Figure 5.3: output obtained
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Chapter 6

CONCLUDING REMARKS

This internship provided me an opportunity to gain valuable experience in career field.

It’s a great way to gain specific skills and knowledge as well as make contacts and

build confidence. This program helped me to gain technical knowledge on Embedded

systems, Embedded C, Protocols, various sensors and hardware. Initially I learnt basic

knowledge about Embedded system and done some minor projects related to Embedded

systems which covered how to write programming in Embedded C and to interface

different microcontrollers with various hardware. These are the challenges I have faced

which helped me to improve my technical knowledge in this internship which shows

manual work that takes more time than the proposed work. My biggest challenge was

to work independently. I had to make self-decisions which gave me strength to think

independently. This sense of independence is the biggest source of my worry, yet it is

the most exciting part of being able to work. I have earned a better outlook on how to

work in an organization
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